The onstat Quick Reference Guide

The following reference guide is an alphabetical list of the onstat commands with the first portion consisting of the standard onstat commands (non-mt), and the second portion containing the MT (Multi-Threaded) commands. 

Each command, along with its definition, is listed at the top of the page, followed by a Synopsis of the command’s purpose.  This is joined by an example that illustrates the command’s output and one or more Column Definition tables describing each of the sections (if there is more than one) in the example. The table has four columns: a Column Heading, Column Description, Format and See Also as shown below.

Column Heading
Column Description
Format
See Also

address
In-memory address of the buffer header.
Hex
onstat –g dmp XE "BUFFERS" 

Those columns that have siginificance or should be given special attention are italicized in the table.  The format column identifies the columns output as being in Hexadecimal (Hex), Decimal (Dec), Float (Flt), Pages, Bytes, or String (Str) format. The See Also column provides references to other areas in the book that relate to the current column heading.

The NOTES section contains information that might be of interest regarding the command and the nature of its output.

The TUNING & MONITORING section gives hints and ideas on how the command can be used to tune the system.  Periodically an additional section, CASE STUDY, is present as well.

Please direct questions, suggestions and corrections to Troy L. Hewitt (troy@informix.com).

onstat -
Print server status line

SYNOPSIS

The onstat - command will produce a status line for the Informix server.  The status line is produced with every onstat command that is executed with a few exceptions.

Informix Dynamic Server Version 9.20.UC1B7 -- On-Line -- Up 4 days 22:04:58 -- 18432 Kbytes

The first portion identifies the server and the current version.  The second portion indicates the status of the server.  The status of the Informix server can take on one of the following 9 values:

Initialization

Shutting Down

Quiescent


OnLine

Fast Recovery

Abort

Archive Backup

Unknown

Read-Only

Additionally, the server status can be accompanied by secondary information.  The value of (Prim) or (Sec) will be displayed for systems running data replication.  (CKPT REQ) will appear if a checkpoint is required;  (CKPT INP) will appear if a checkpoint is in progress; and (LONGTX) will appear if a long transaction is currently being rolled back.

The final two portions provide the length of time the server has been up, followed by the total size of the shared memory segments (resident + virtual) used by the server in Kbytes.

If the server is blocked from performing any work, the reason for the block is added to the end of the status line.  The possible reasons for a blocked system include:

CKPT


Checkpoint

LONGTX


Long Transaction

ARCHIVE


Archive Requested Block

MEDIA_FAILURE
DBSpace being marked down

HANG_SYSTEM

Server Requested Block

DBS_DROP

DBSpace is being dropped

DDR


DDR Synchronization

LBU


Prevent Log Backups

onstat -a
Print all info

SYNOPSIS

The onstat -a command prints the equivalent execution of onstat -mcuskbtdlpCP plus the output of onstat -g all.  The output from onstat –a is one of the items usually requested by Informix Technical Support when trying to decipher a potential problem.  It should be noted that onstat –a does not actually capture all potential onstat options.

NOTES

· When trying to capture sufficient information for system analysis, perform onstat -aFR.  This will capture flushing information in addition to the onstat options listed above.

· There are certain sections of the onstat –a command that dump memory maps.  These sections tend to be quite long and in general offer no real useful information for analysis.  When capturing onstat –a output, it is best to manually delete out these sections.

TUNING & MONITORING

To determine specific tuning for data given by the onstat –a command, refer to the desired command option in this guide for the area of interest.

onstat -b/-B
Active Buffer Usage / All Buffers

SYNOPSIS

Buffers

address  userthread flgs pagenum  memaddr  nslots pgflgs xflgs owner    waitlist

a049310  0          10c07 50099e  a0ef800  3      1      0     0        0       

a049364  0          806   800563  a0f0000  5      2      0     0        0       

a0493b8  0          806   80056f  a0f0800  5      2      0     0        0       

a04940c  0          10c07 500984  a0f1000  3      1      0     0        0       

a049460  0          10c07 5009d7  a0f1800  3      1      0     0        0       

a0494b4  0          10c07 5009c9  a0f2000  3      1      0     0        0       

a049508  0          6     801640  a0f2800  0      0      0     0        0       

a04955c  0          10c07 5009c7  a0f3000  3      1      0     0        0       

a0495b0  0          806   5004c0  a0f3800  4      70     0     0        0       

a049604  0          806   801629  a0f4000  5      2      0     0        0       

. . .

a04d30c  0          806   801650  a151000  5      2      0     0        0       

a04d360  0          6     801638  a151800  0      0      0     0        0       

a04d3b4  0          10c07 50098d  a152000  3      1      0     0        0       

a04d408  0          10c07 5009d5  a152800  3      1      0     0        0       

a04d45c  0          10c07 5009c1  a153000  3      1      0     0        0       

 88 modified, 0 resident, 200 total, 256 hash buckets, 2048 buffer size

The onstat -b command provides a list of the buffers in the buffer pool that are currently being modified (i.e., in use) according to information contained in the buffer headers. The onstat -B command displays all allocated buffers in memory.  The buffers displayed are those created by the BUFFERS parameter in the configuration file.

COLUMN DEFINITIONS

Detail Definitions

Column Heading
Column Description
Format
See Also

address
In-memory address of the buffer header.
Hex
onstat –g dmp XE "BUFFERS" 

userthread
The address of the userthread currently modifying this buffer header.  This address corresponds to the address field given by the onstat -u command.
Hex
onstat -u

flgs

Describes the current status of the buffer using a combination of the following hexadecimal values:

0x01
Modified Data

0x02
Data

0x04
LRU

0x08
Error

0x10
Resident

0x20
LRU AIO write in progress

0x40
Chunk write in progress

0x80
Buffer is/will be result of read-ahead

0x100
Cleaner assigned to LRU

0x200
Buffer should avoid bf_check calls

0x400
Do log flush before writing page

0x800
Buffer has been ‘buff’-checked

0x8000
Buffer has been pinned

0x10000
Buffer modified by fuzzy operation

0x20000
Use aging of buffer on LRU

0x40000
Don’t use buffer priorities
Hex


pagenum
The physical page number from disk that currently resides in this buffer pool slot; 0xffffff if empty.
Hex
onstat –g dmp

memaddr
The in-memory address of the buffer within the buffer pool.
Hex
onstat –g dmp

nslots
The number of slot table entries (i.e., rows or row portions) on this page.
Dec


pgflgs

Describes the page type using the following hexadecimal values:

0x01
Data Page

0x02
Partition Page

0x04
Bitmap Page

0x08
Chunk Free List Page

0x09
Remainder Data Page

0x0b
Partition Resident BLOB Page

0x0c
BLOBSpace Resident BLOB Page

0x0d
BLOB Chunk Free List Bitmap Page

0x0e
BLOB Chunk BLOB Map Page

0x10
B+ Tree Node Page

0x20
B+ Tree Root Node Page

0x40
B+ Tree Branch (Twig) Node Page

0x80
B+ Tree Leaf Node Page

0x100
Logical Log Page

0x200
Last Page of Logical Log

0x400
Sync Page of Logical Log

0x800
Physical Log Page

0x1000
Root Reserved Page

0x2000
No Physical Logging Required

0x4000
No Physical Logging Required (load-time)

0x8000
B-Tree Leaf with deleted entries

0x20
Secondary partition header (w/0x02)

0x40
Alter description partition header (w/0x02)

0x80
Key descriptor partition page (w/0x02)

0x80
Generic page

0x4000
Do not allocate a row without checking
Hex


xflgs

Describes the type of access currently being applied to the buffer using the following hexadecimal values:

0x10
Shared Lock

0x80
Exclusive Lock
Hex


owner
The userthread that placed the xflgs values on the buffer page.
Hex
onstat -u

waitlist
The first userthread (on a possible list of many) that is waiting for this particular buffer.
Hex
onstat -u

onstat -X

SUMMARY DEFINITIONS

Label
Description
See Also

modified
The number of buffers in the pool that have been modified since the last buffer flush (e.g., from a checkpoint)
onstat -R

resident
The number of buffers containing a page that is marked as resident.


total
The number of buffers that were allocated according to the BUFFERS XE "BUFFERS"  parameter in the configuration file.
onstat -R  XE "BUFFERS" 


hash buckets
The number of hash buckets created to track the pages placed into the buffer pool.
onstat -h



buffer size
The size of an individual buffer page. 
onstat -R

NOTES

· Information output by onstat –b are pages currently being modified by a thread.  Don’t confuse this with a page that is simply dirty (used).

· The page size is the smallest unit of I/O in the system and is determined at port time.

· Currently, the userthread field is always 0.

· The number of hash buckets is the smallest power of two greater than the number of buffers.

· Buffer hash buckets point to buffer headers. Each buffer header contains a pointer to a page in the buffer pool plus maintains information about the status of pages read and written to that buffer pool page.  There will be one buffer header for each buffer in the buffer pool.

· Calls are made to determine the validity of information contained on the buffer page each time an I/O is performed.

· The number of pages modified becomes zero when the buffer pool is flushed as with a checkpoint or when page cleaners flush pages.

· Individual pages within the buffer pool can be displayed by executing the onstat -g dmp command with the memaddr value and the pagesize (e.g. onstat -g dmp 0xa088000 2048).

· Don’t confuse the locking of a buffer pool page with the locking of an actual database page.

· Pages within the buffer pool will be latched and released as pages (of any type) are read from disk and placed into the buffer pool.

TUNING & MONITORING

The number of buffers in the buffer pool directly affects the performance of an OLTP system.  Normally, the action involved with locking, modifying and releasing a buffer is very rapid (using latches).  The onstat -b command will usually show output only when there is a heavy amount of I/O occurring against the buffer pool.  A constant number of buffers displayed by the onstat -b command might indicate a problem, such as an insufficient number of buffers in the buffer pool or high read aheads.  Use this command in conjunction with onstat -p to analyze potential tuning areas.

CASE STUDY

A specific row was updated in the customer table within a transaction, followed by a wait.  Below is the output from the onstat -B command with a standard UNIX pipe to egrep for the page containing the row that was modified both before and after a flush of the buffer pool.  The page number for a row can be acquired by using the oncheck –pp command.

[informix:/users/troy] onstat -B | egrep 'addr|500131'

address  userthread flgs pagenum  memaddr  nslots pgflgs xflgs owner    waitlist

a052594  0          407  500131   a0e1000  14     2001   0     0        0

[informix:/users/troy] onmode -c

[informix:/users/troy] onstat -B | egrep 'addr|500131'

address  userthread flgs pagenum  memaddr  nslots pgflgs xflgs owner    waitlist

a052594  0          6    500131   a0e1000  14     2001   0     0        0

When the session modified the row in the customer table (contained on page 0x500131), the buffer flags (flgs) became 0x407.  An examination of the value, 0x400 + 0x04 + 0x02 + 0x01 = 0x407, illustrates that we are dealing with a modified (0x01), LRU (0x04), data page (0x02), that requires a flush of the log pages before the page is written to disk (0x400).  After the forced checkpoint (onmode -c) the system changed the flags to 0x06 (0x04 + 0x02), indicating the modified page was flushed to disk.

onstat -c
Print Configuration File

SYNOPSIS

The onstat -c command prints out the latest system configuration as it exists in the $INFORMIXDIR/etc/$ONCONFIG file.  

NOTES

· It is generally a good idea to keep both a backup copy of this file and a printout attached to each set of archive media.

TUNING & MONITORING

There is no tuning associated with the onstat –c command.  For information on tuning the configuration file parameters see the Informix Administration Guide.

onstat -C
BTree XE "BTree:Cleaners"  Cleaner Requests

SYNOPSIS

The onstat -C command provides information on the status of the BTree cleaner thread that removes deleted entries from indexes.  Each index key value includes a one-byte field that indicates whether the value has been deleted.  The BTree cleaner thread is provided a list of the pages containing these indicators when they have been set and actually performs the deletion against the index in addition to collapsing the levels within the index, if necessary.

Btree Cleaner Info

btcleanr pool     flags pools npend  busypnum head     tail     free

a14b514  a340010  1     1     1      0        a3400c4  a3400c4  a3400b0

nreqs    dups     success  dfrmv    unnec    ditems   ditlks   cmprs palcs

145      132      12       12       0        31       105      0     1

outstanding requests

address  next     partnum  pagenum  keynum

a3400c4  0        600023   2        3

 1 pending, 1024 total, 1024 hash buckets, 1 pools

COLUMN DEFINITIONS

Btree Cleaner Info

Column Heading
Column Description
Format
See Also

btcleanr
In-memory address of the RSAM TCB for the BTree Cleaner thread.
Hex
onstat –g sle

pool
Address of first pool of memory allocated for the BTree Cleaner thread.
Hex


flags
Describes the status of the BTree Cleaner thread using the following hexadecimal values:

0x01
Cleaner is sleeping

0x02
Convert keys

0x04
Stop cleaner (debugging)
Hex


pools
Number of pools allocated.
Dec


npend
Number of pending requests.
Dec


busypnum
Partnum of request in progress.
Hex


head
In-memory address of head of list to clean.
Hex


tail
In-memory address of tail of list to clean.
Hex


free
In-memory address of the head of the free list of BTree cleaner structures.
Hex


nreqs
Number of cleaning requests.
Dec


dups
Number of duplicate deletion requests that have occurred for the same table, page and key combination.
Dec


success
The number of successful clean requests.
Dec


dfrmv
Removed deleted items from page.
Dec


unnec
Unnecessary cleaning request.
Dec


ditems
Items removed by cleaner.
Dec


ditlks
Test locks on deleted items
Dec


cmprs
Cleaner did an index page compression on the node.
Dec


palcs
Number of times a pool was allocated.
Dec


Outstanding Requests

Label
Description
Format
See Also

address
In-memory address of head of list to clean
Hex


next
Next node in busy/free list
Hex


partnum
Partition number of the index or index fragment
Hex


pagenum
Page number within the partition
Hex


keynum
Key number within the page
Dec


SUMMARY DEFINITIONS

Label
Description
See Also

pending
Number of pending requests (same as npend)
npend

total
Number of Btree Cleaner entries per pool times number of pools


hash buckets
Number of BTree Cleaners entries per pool


pools
Number of BTree Cleaner pools


NOTES

· The BTree cleaner thread runs every 60 seconds or when the number of pending requests exceeds the number of BTree cleaner hash buckets / 2.

· The BTree cleaner thread name is btclean.

· Only one BTree cleaner thread is started for each instance of Informix Dynamic Server.  This is not currently tunable.

· While the Btree cleaner thread is working on a partition, any DROP TABLE or DROP INDEX request against that paritition is forced to wait until the Btree cleaner thread is finished with the delete request.

TUNING & MONITORING

The BTree cleaner thread cannot be tuned.  However, the timeout for the Btree cleaner thread can be monitored via the onstat –g sle command which lists threads on the sleep queue.

onstat -d/-D

DBSpaces XE "DBSpaces"  and Chunks XE "chunks" 
SYNOPSIS

The onstat -d command provides a two-part output.  The first part identifies all known DBSpaces in the instance; the second part identifies the chunks XE "chunks"  associated with each of the DBSpaces in the first part.  The onstat -D command is similar to the output of onstat -d with the exception that the size, free and bpages in the chunk section are replaced by the number of reads and writes that have occurred against the particular chunk.

Dbspaces

address  number   flags    fchunk   nchunks  flags    owner    name

a2ce558  1        1        1        2        N        informix rootdbs

a30cae8  2        8001     2        1        N S      informix blobspace1

a30cc30  3        11       3        1        N B      informix jlblobs

a30cd78  4        1        4        1        N        informix troydbs

a30cec0  5        11       6        1        N B      informix bdbs_huge

a2ce800  7        1        8        1        N        informix dbspace1

 6 active, 2047 maximum

Chunks

address  chk/dbs offset   size     free    bpages   flags pathname

a2ce6a0  1   1   0        10000    860              PO-   /chunks2/informix920/rootdbs

a30c2a8  2   2   0        5000     4465    4542     POS   /chunks2/informix920/blobspace1

                 Metadata 405      327     405     

a30c408  3   3   0        40960   ~2416    2560     POB   /chunks2/informix920/jlblobs

a30c568  4   4   0        50000    42793            PO-   /chunks2/informix920/troy

a30c6c8  5   1   0        5000     1261             PO-   /chunks2/informix920/rootdbs2

a30c828  6   5   0        2500    ~624     625      POB   /chunks1/centaur/sbspace1

a30c988  8   7   0        50000    4155             PO-   /chunks1/centaur/dbspace1

 7 active, 2047 maximum

COLUMN DEFINITIONS

DBSpace Detail Definitions

Column Heading
Column Description
Format
See Also

address
The in-memory address of the DBSpace structure.
Hex


number
The ordinal number of the DBSpace, assigned in the order the space was created.
Dec
onstat -D

flags

Describes the status of the DBSpace using the following hexadecimal values:

0x01
No mirror

0x02
Mirror

0x04
Down/disable mirror chunks

0x08
Newly mirrored

0x10
BLOBSpace

0x20
BLOBSpace on removable media

0x40
BLOBSpace on optical media

0x80
BLOBSpace has been dropped

0x100
BLOBSpace is optical stage blob

0x200
Space is being physically recovered

0x400
Space has been physically recovered

0x800
Space is being logically recovered

0x1000
A table in the DBSpace has been dropped

0x2000
Temp DBSpace

0x4000
BLOBSpace is being archived.

0x8000
Smart BLOBSpace

0x10000
Either physical or logical log changed
Hex


fchunk
The number of the first chunk belonging to this DBSpace.
Dec


nchunks XE "chunks" 
The total number of chunks XE "chunks"  that make up this DBSpace. 
Dec


flags
Describes the type of DBSpace using the following coded values:

Position 1:
M
Mirrored



N
Not mirrored

Position 2:
X
Newly mirrored



D
Down



P
Physically recovered, waiting 


for logical recovery



L
Being logically recovered



R
Being recovered

Position 3:
B
BLOBSpace



T
Temporary
Str


owner
The owner of the DBSpace.  
Str


name
The name of the DBSpace as assigned by the administrator.
Str


DBSPACE SUMMARY DEFINITIONS

Label
Description
See Also

active
The total number of DBSpaces that have been created for this instance.


total
The total number of DBSpaces that OnLine is dynamically configured to manage at this time.


Chunk Detail Definitions

Column Heading
Column Description
Format
See Also

address
The in-memory address of the chunk structure.
Hex


chk
The ordinal number of the chunk relative to its creation.  
Dec


dbs
The DBSpace number with which this chunk is associated.
Dec


offset
The offset (in pages) into the chunk where OnLine will begin writing.
Pages


size
The size of the chunk in pages.
Pages


free
The number of unused (free) pages remaining in the chunk.
Pages


bpages
If this is a BLOB chunk, the approximate number of BLOB pages in use (hence, the tilda).
Dec


flags

Describes the status of the chunk using the following coded values:

Position 1:
P
Primary chunk



M
Mirror chunk

Position 2:
O
OnLine



D
Down



I
Inconsistent



R
Recovery



X
Newly Mirrored

Position 3:
-
Data DBSpace



B
BLOB DBSpace



S
Smart BLOBSpace
Str


pathname
The full pathname of the chunk.
Str


CHUNK SUMMARY DEFINITIONS

Label
Description
See Also

active
The total number of chunks XE "chunks"  that have been created for this instance.


maximum
The maximum number of chunks XE "chunks"  that this version of OnLine is able to handle.


Chunks

address  chk/dbs offset   page Rd  page Wr  pathname

a2ce6a0  1   1   0        302      17878    /chunks2/informix920/rootdbs

a30c2a8  2   2   0        71       0        /chunks2/informix920/blobspace1

a30c408  3   3   0        11       0        /chunks2/informix920/jlblobs

a30c568  4   4   0        177      668      /chunks2/informix920/troy

a30c6c8  5   1   0        623      904      /chunks2/informix920/rootdbs2

a30c828  6   5   0        12       0        /chunks1/centaur/sbspace1

a30c988  8   7   0        3        0        /chunks1/centaur/dbspace1

 7 active, 2047 maximum

CHUNK  I/O DETAIL DEFINITIONS

Column Heading
Column Description
Format
See Also

address
The in-memory address of the chunk structure.
Hex


chk
The ordinal number of the chunk relative to its creation.  
Dec


dbs
The DBSpace number with which this chunk is associated.
Dec


offset
The offset (in pages) into the chunk where OnLine will begin writing.
Pages


page Rd
The number of pages read from this chunk since the last boot or onstat -z.
Dec


page Wr
The number of pages written to this chunk since the last boot or onstat -z.
Dec


pathname
The full pathname of the chunk.
Str


CHUNK I/O SUMMARY DEFINITIONS

Label
Description
See Also

active
The total number of chunks XE "chunks"  that have been created for this instance.


maximum
The maximum number of chunks XE "chunks"  that this version of OnLine is able to handle.


NOTES

· Fragment elimination and parallelism is performed at the DBSpace level.

· DBSpace numbers and chunk numbers are automatically assigned and are reused if one happens to be dropped.

· When looking for down chunks XE "chunks" , it is easiest to ‘grep’ for the letters ‘PD’ rather than try to pick ‘PD’ out of a list of ‘PO’s, since the two values tend to look very similar.

· There are two types of chunks, primary and mirrored.  Primary does not refer to the first chunk for a DBSpace; rather, it is a way to refer a chunk that is not the actual mirror.

· Pathnames for chunks should be links to the device file.  This will provide for greater flexibility, should a disaster recovery situation occur.

· The initial 53 pages of the first chunk for a DBSpace are used for 2 reserved pages, 1 chunk free list page and 50 pages for the TBLSpace partition.

· The second and follow-on chunks for a DBSpace will initially have an overhead of 3 pages: 2 reserved pages and 1 chunk free list page.

· Different versions of Informix Dynamic Server are designed to handle different maximum numbers of chunks (e.g., XPS can handle more than 2047).

· If a chunk contains the MetaData for a Smart BLOBSpace, the offset listed will indicate: Metadata

TUNING & MONITORING

If mirroring is being performed, the primary and mirror chunks should be on different controllers.

It is important to ensure that your temporary DBSpaces XE "dbspaces:temp"  are actually labelled as temporary.  You should see a ‘T’ in the second position of the second flags column of the DBSpace section.

Refer to the Informix Dynamic Server Dynamic Server Performance Guide for information on optimal configuration settings for DBSpaces and chunks.

onstat -f
Dataskip Status

SYNOPSIS

The onstat -f command will show which DBSpaces will be skipped should that particular DBSpace have a failure.

dataskip is ON for all DBSpaces

NOTES

· When a DBSpace is skipped due to a failure, your application should trap the SQLCODE and ISAM return value and notify the end user.

· The DATASKIP setting in the configuration file can be overridden by the application using the SET DATASKIP statement.

TUNING & MONITORING

The dataskip feature is controlled by the DATASKIP parameter in the configuration file.  The actual status of a DBSpace can be monitored via the onstat -d command.

Use of the DATASKIP feature should be performed with care.  If the feature is turned on, but applications are not looking for the appropriate warnings, SQL output could be missing data without the user’s knowledge.

onstat -F
Page Flushers (cleaners)

SYNOPSIS

The onstat -F command provides information on what types of buffer pool XE "buffer pool:flushing"  flushing have occurred as well as the status of each of the system page cleaner threads.

Fg Writes     LRU Writes    Chunk Writes

3             644           26

address  flusher  state    data

a14a444  0        I        0        = 0X0

a14a878  1        I        0        = 0X0

a14acac  2        I        0        = 0X0

a14b0e0  3        I        0        = 0X0

      states: Exit Idle Chunk Lru

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

Fg Writes
The number of times a foreground write has occurred.  This is caused from the sqlexec thread having to request a flush of the buffer pool page itself.
Dec


LRU Writes
The number of times an LRU write has occurred as performed by a page cleaner thread.
Dec
onstat -R

Chunk Writes
The number of times a chunk write has occurred as performed during a checkpoint.
Dec
onstat -m

address
The in-memory address of the page cleaner thread.
Hex


flusher
A sequential number assigned to each of the page cleaner threads.
Dec


state
Describes the current state of the page cleaner thread’s activity using the following coded values:

C
Chunk write

E
Exiting

I
Idle

L
LRU queue write
Str


data
Data associated with the state of the page cleaner.  If the state is ‘C’, data is the chunk number, if state is ‘L’, data is the number of the LRU queue, otherwise data is 0.  Data is displayed in decimal followed by hexadecimal format.
Dec

Hex


NOTES

· onstat -F doesn’t print out as part of the onstat -a command.
· FG writes may occur periodically from a load and do not necessarily indicate a need for additional page cleaners.
TUNING & MONITORING

In general, foreground writes XE "foreground writes"  (FG) should always be zero.  A foreground write is caused when a session needs to have a page from disk placed into the buffer pool, but there are no clean/free buffers available.  In this case, the sqlexec thread will pick a page off the least recently used side of an LRU queue, write it out, and mark the page as clean.  This process is time consuming for a session and should be avoided.

Whether buffer flushing occurs as part of an LRU write or a Chunk Write should be based on the nature of the system.  LRU writes do not block the system, but are random in nature.  Chunk Writes block the system, but are sequential in nature and tend to be more efficient for large writes.  It is therefore preferable to have LRU writes occuring in a production system for normal operations and Chunk Writes for loads.

If you are having long checkpoints, onstat -F may provide some insight.  While a checkpoint is occurring, execute onstat -F -r 2.  This will show what chunks the page flushers are writing out to disk every two seconds.  By monitoring the data column, it is possible to determine which chunks are taking the longest to write.  If one or more chunks continually have long chunk writes, relative to the rest of the system, the tables within it might be good candidates for redistribution.

Under normal circumstances, there will be one flusher assigned to each chunk during a checkpoint.  
onstat -G
Global Transaction Identifiers

SYNOPSIS

The onstat -G command provides information on Global Transactions generated through standard TP/XA calls.

Global Transaction Identifiers

address  flags      fID  gtl  bql  data 

 0 active, 128 total

COLUMN DEFINITIONS

DETAIL DEFINITIONS

Column Heading
Column Description
Format
See Also

address
In-memory address of the transaction control block
Hex


flags
Describes the current status of the transaction using a combination of the following hexadecimal values:

0x00000001
User attached to transaction

0x00000002
Open transaction

0x00000004
Transaction between xa_start() and xa_end()

0x00000008
Global transaction

0x00000010
Trans marked as abort-only

0x00000020
xaprepare

0x00000040
I-Star prepared

0x00000080
Aborted transaction

0x00000100
Committed transaction

0x00000200
Heuristically completed

0x00000400
begwork log record logged

0x00000800
xa_rollback completed

0x00001000
Started committing drop tab/idx

0x00002000
Started aborting transaction

0x00004000
No undo ops have been performed

0x00008000
Global savepoint active

0x00010000
Savepoint rollback

0x00020000
Cleanup dead transaction

0x00040000
Transaction for a remote server

0x00080000
Transaction entry in use

0x00100000
Transaction has done remote work

0x00200000
RSAM savepoint has begun

0x00400000
TX is I-Star coordinator

0x00800000
TX is I-Star subordinate

0x01000000
TX is long or suspended and has no owner to signal

0x02000000
Transaction is being recovered

0x04000000
Redo failed for this transaction

0x08000000
Undo failed for this transaction

0x10000000
TX active while I/O failure occurred

0x20000000
TX did some work during recovery

0x40000000
TX contains pieces locks

0x80000000
TX did DDR work
Hex


fID
Format ID for transaction data
Dec


gtl
Length of the Global Transaction ID
Dec


bql
Length of the data byte stream for the transaction
Dec


data
Hexadecimal dump of transaction ID + data
Hex


SUMMARY DEFINITIONS

Label
Description
See Also

active
Number of active global transactions


total
The current number of transactions that the server has been dynamically allocated to handle.


NOTES

· A value of –1 in format ID (fID) means the transaction ID (xid) is null.

onstat -h
Buffer Hash Chain Length Histogram

SYNOPSIS

The onstat -h command provides information on the buffer header hash chain used to access pages in the buffer pool.

buffer hash chain length histogram

   # of chains         of len

            95              0

           123              1

            37              2

             1              3

           256   total chains

           161   hashed buffs

           200    total buffs

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

# of chains
A count of the number of hash chains for which the length for members of that chain is the same.
Dec
onstat -b

of len
The length of the chains.
Dec


total chains
The number of hash chains (buckets) created. 
Dec


hashed buffs
The number of buffer headers hashed into the hash buckets.
Dec


total buffs
The number of buffers in the buffer pool.
Dec


NOTES

· The onstat -h command does not show up in the normal onstat command usage.

TUNING & MONITORING

Tuning to the hash chain is performed indirectly by tuning the number of buffers.  As pages are read into the buffer pool, the page number is hashed to a value for one of the hash buckets.  Since there are only a limited number of hash buckets, multiple page numbers will hash to the same value and thus the same hash bucket, creating a chain.  Although the onstat -h command doesn’t show the length of each individual hash bucket, it does show the total number of hash buckets with a particular length.  

onstat -i

Interactive Mode 

SYNOPSIS

The onstat -i command places the onstat command in interactive mode.  This eliminates the need to repeatedly type the command keyword onstat.

NOTES

· The interactive mode may be exited by pressing Control-D.

· To repeat options, type in ‘r’ followed by the number of seconds for the delay.  To disable repeats, first press the interrupt key (usually Control-C), then type ‘r’ with a value of ‘0’.

onstat -j
Pload Interactive Status

SYNOPSIS

The onstat –j command displays the current status for values contained in the onpload control table in memory.  It is used in conjunction with a configuration file, given as a required argument,  and places the user in interactive mode.  Only certain onstat options may be used while in onpload interactive mode.  Typing a question mark (?) at the onstat prompt will list available options.  Available onpload options include the following:

jal
All onpload information (jct, joa, jmq, jms, jta)

jct
Print control table

jpa
Print program arguments

jta
Print thread array

jmq
Print message queues

jms
Print message queue summary

NOTES

· The pload configuration file must contain two key value pairs separated by whitespace: CLIENTNUM and SHMBASE.

· The value for CLIENTNUM is the server shmkey, which can be obtained from onstat –g seg.

· The value for SHMBASE is the server shmbase address, which can be obtained from the server configuration file ($ONCONFIG).

· The command is executed as onstat –j jfile. Where jfile is the pload configuration file.

onstat -k/-K
Locks / Locks + Same

SYNOPSIS

The onstat -k command displays the current locks on database objects held within the system.  The type of locks and how long they are held is determined by the database logging mode, isolation levels and application design.  The onstat –K command displays the same output as onstat –k plus one additional column: same.

Locks

address  wtlist   owner    lklist   type     tblsnum  rowid    key#/bsiz

a03b528  0        a14d6b4  0            S    100002   202         0

a03b554  0        a14d6b4  a03b6e0  HDR+X    600023   402      K- 1

a03b5ac  0        a14d6b4  a03b6b4  HDR+X    600020   302      K- 1

a03b5d8  0        a14d6b4  a03b630  HDR+X    600023   403         0

a03b604  0        a14c5e4  0            S    100002   202         0

a03b630  0        a14d6b4  a03b840  HDR+X    600023   402      K- 3

a03b65c  0        a14d280  0            S    100002   202         0

a03b688  a14ca18  a14dae8  a03bef4  HDR+U    60001f   30a         0

a03b6b4  a14d280  a14d6b4  a03c264  HDR+X    600020   302         0

a03b6e0  0        a14d6b4  a03c41c  HDR+X    600023   402         0

a03b70c  0        a14d6b4  a03bbb0  HDR+X    600023   403      K- 3

a03b738  0        a14c5e4  a03b604      IX   600020   0           0

a03b764  0        a14d280  a03b65c      IX   600020   0           0

a03b790  0        a14ce4c  0            S    100002   202         0

a03b7bc  0        a14ca18  0            S    100002   202         0

a03b7e8  0        a14ca18  a03b7bc      IX   60001f   0           0

a03b814  0        a14bd7c  0            S    100002   202         0

a03b840  0        a14d6b4  a03b554  HDR+X    600023   402      K- 2

a03b86c  0        a14bd7c  a03b814      IX   600020   0           0

a03b898  0        a14c1b0  0            S    100002   202         0

a03b9f8  0        a14d6b4  a03b5d8  HDR+X    600023   403      K- 1

a03bbb0  0        a14d6b4  a03b9f8  HDR+X    600023   403      K- 2

a03bd68  0        a14dae8  0        HDR+S    100002   202         0

a03bef4  0        a14dae8  a03bd68  HDR+IX   60001f   0           0

a03c0ac  0        a14d6b4  a03b5ac  HDR+X    600020   302      K- 2

a03c264  0        a14d6b4  a03b528  HDR+IX   600020   0           0

a03c41c  0        a14d6b4  a03c0ac  HDR+IX   600023   0           0

 27 active, 2000 total, 2048 hash buckets, 0 lock table overflows

COLUMN DEFINITIONS

DETAIL DEFINITIONS

Column Heading
Column Description
Format
See Also

address
The in-memory address of the lock structure.
Hex


wtlist
The address of the first userthread waiting for this lock.
Hex
onstat -u

owner
The address corresponding to the userthread which holds this lock.
Hex
onstat -u

lklist
The address of the next lock owned by this userthread.  A zero indicates the end of the list.
Hex


type
Describes the type of lock being held using one or more of the following coded values:

HDR
Header

B
Byte lock

IS
Intent shared

S
Shared

SR
Shared lock by RR

U
Update

UR
Update lock by RR

IX
Intent exclusive

SIX
Shared, intent exclusive

X
Exclusive

XR
Exclusive lock by RR

TRR
Inserter’s RR test
Str


tblsnum
The tablespace number for the item that is locked.  
Hex


rowid
The rowid, page or 0, within the tblspace upon which the lock is held.
Hex


key#/bsiz
The index key number or the number of bytes locked for a VARCHAR.
Str

Dec


SUMMARY DEFINITIONS

Label
Description
See Also

active
The number of locks that are currently active within this instance.


total
The total number of locks configured in the instance by the LOCKS parameter.


hash buckets
The number of hash buckets created to track locks. 


lock table overflows
The number of times requests for locks has exceeded the configured value (LOCKS).


Locks

address  wtlist   owner    lklist   same     type     tblsnum  rowid    key#/bsiz

a01f4a0  0        a2d51d8  0        0            S    100002   203         0   

a01f6ec  0        a2d68d8  0        a01f4a0      S    100002   203         0   

a01f83c  0        a2ecd58  0        a01f6ec      S    100002   203         0   

a02094c  0        a2d1298  0        a01f83c  HDR+S    100002   203         0   

 4 active, 2000 total, 2048 hash buckets, 0 lock table overflows

onstat –K additional output

Column Heading
Column Description
See Also

same
The lock address of the next lock in the linked list that is identical to this lock.


NOTES

· A rowid of 0 corresponds to a table level lock.  A rowid ending in 0x00, as in 500, represents a page level lock.  A rowid ending in anything other than 0x00 is a row level lock.  

· Tablespace 0x100002 always corresponds to the database tblspace.  Everyone connecting to a database in the system will have a shared (or exclusive, if chosen) lock in tablespace 0x100002.

· If the key#/bsiz field contains a value preceded by ‘K-‘, it is an attached key index lock.  Detached index keys must be looked up in the sysfragments table.

· The HDR in the type field refers to the buffer header (see Concepts).  The first userthread to grab the lock will grab the buffer header along with the lock.  This is represented by HDR+ preceding the type of lock (e.g., HDR+X).

· The onstat -k command output should be redirected to a paging utility such as ‘more’ or ‘pg’, especially on a system with a large number of locks.

TUNING & MONITORING

Altering the value of the LOCKS parameter in the system configuration file will affect the number of locks maintained by the instance.  Since locks are allocated in blocks of memory and one block can monitor many locks, you may not necessarily see an increase in memory size when changing the value of LOCKS.

If a resource appears to be hung, the onstat -k command may reveal the address of the userthread holding the lock on the resource.  To decipher the owner of the lock, take the address of the userthread holding the lock (owner) and perform an onstat -u (generally with a pipe to egrep).  The owner address is the same as the userthread address in onstat -u.

On highly active systems, lock contention may become a problem.  Lock contention can be kept to a minimum by several means.  One way is through isolation levels.  By setting the isolation level of the session to the appropriate level, unnecessary locks can be avoided.  A second method that can be used, with regard to OLTP systems, is row level locks rather than page level locks.  Although this requires the system to handle more locks, it prevents a userthread from locking an entire page just to modify a single row.  A simple method to determine which tables are using page level locks and which are using row level locks is to execute the following query:

SELECT
tabname 

FROM
systables 

WHERE 
locklevel = ‘P’

AND
tabid >= 100;

A locklevel of ‘P’ represents a page level lock; ‘R’ represents a row level lock.  A lock level of ‘B’ may exist for system tables.  This is left over from earlier versions of the engine and stands for Both.

One myth to dispel is Informix Dynamic Server and lock escalation.  Informix Dynamic Server does not escalate its locks.  In other words, if you currently have a session holding a large percentage of locks against a table at the row level, Informix Dynamic Server does not upgrade the lock to a table level lock. If you have an application that is going to be modifying a significant portion of a table (as in a batch update), it would be prudent to grab a table level lock with the LOCK TABLE statement.  This will reduce the number of locks required and also improve the performance of the operation.

When a session connects to a database, Informix Dynamic Server places a shared lock on the database.  This prevents another session from acquiring an exclusive lock on the same database.  A lock will also be placed at the table level for tables being queried or modified.  For queries, a shared lock (S) is acquired on the table.  For modifications, a shared, intent-exclusive lock (SIX) is acquired.  The purpose of the lock at the table level is to improve performance in determining whether any locks are held at lower levels (i.e., page or row).  It is faster to check one table lock to determine if a modification is being made to a table, than to perform a search through possibly thousands of shared locks to find the one exclusive lock that might exist at the row level.

CASE STUDY

An examination of a simple locking situation will help illustrate Informix’s locking principles. In the window below, a simple transaction has been started which deletes 1 row from the customer table in the stores7 database. This should create a lock on the database as well as a lock on the row being deleted.

informix_920@spot$ dbaccess stores7 -

Database selected.

> begin work;

Started transaction.

> delete from customer where customer_num = 102;

1 row(s) deleted.

>

In a second window, the onstat –k command has been executed.  There are actually five locks currently being held, all by the same user (a2d51d8).  The owner’s information can be displayed by executing the onstat –u command.

Locks

address  wtlist   owner    lklist   type     tblsnum  rowid    key#/bsiz

a01f6ec  0        a2d51d8  a0202bc  HDR+IX   100084   0           0   

a01f83c  0        a2d51d8  a01f6ec  HDR+X    100084   100         0   

a01f8e4  0        a2d51d8  a020364  HDR+X    10009a   100         1   

a0202bc  0        a2d51d8  0        HDR+S    100002   203         0   

a020364  0        a2d51d8  a01f83c  HDR+X    100085   100         1 

 5 active, 2000 total, 2048 hash buckets, 0 lock table overflows

The lock on tblsnum 100002 is the database lock.  An analysis of the output from oncheck would identify row ID 203 as the stores7 database.   Everyone connecting to the stores7 database will have this same entry reported from onstat –k.

The two locks on tblsnum 100084 are locks for the customer table.  This can be verified by executing the following select statement in the stores7 database:

SELECT
tabname, tabid, HEX(partnum)

FROM
systables

WHERE
HEX(partnum) MATCHES “*100084”;

The MATCHES clause makes the job of identifying the HEX value for the partnum a little easier.  This SQL produces the following output:

tabname       customer

tabid         100

(expression)  0x0000000000100084

1 row(s) retrieved.

The rowid of 0 represents a table level lock.  The type of lock is intent exclusive (HDR+IX), which is used for lock performance only.  The rowid of 100 is the actual page in the customer table containing the record for customer number 102.  The fact that the rowid ends in zero indicates that the customer table is using page level locking.

There are now two tablespace numbers remaining: 10009a and 100085.  Executing the SELECT statement above for each tablespace number will reveal that neither exists in systables.  In addition, the DELETE statement should affect only one table.  It is also necessary to check the sysfragments table.  Fragmented tables are entered into systables with a partnum of 0.  By executing the following SQL statement it is possible to determine what fragments are being locked:

SELECT
fragtype,tabid, indexname, dbspace, HEX(partn)

FROM
sysfragments

WHERE
HEX(partn) MATCHES “*100085”

OR
HEX(partn) MATCHES “*10009a”;

This SQL produces the following output:

fragtype      I

tabid         100

indexname      100_1

dbspace       rootdbs

(expression)  0x0000000000100085

fragtype      I

tabid         100

indexname     zip_ix

dbspace       rootdbs

(expression)  0x000000000010009a

The fragtype of I indicates an index fragment.  In this case there are two indexes: “ 100_1” which is a constraint and “zip_ix” which is a performance index.  Both indexes are detached and located in the dbspace rootdbs.

onstat -l
Logging

SYNOPSIS

The onstat -l command provides a two-part output.  The first part contains information on the physical log buffer and the physical log.  The second part contains information on the Logical Log buffer and the Logical Logs.

Physical Logging

Buffer bufused  bufsize  numpages numwrits pages/io

  P-2  0        64       1639     141      11.62

      phybegin physize  phypos   phyused  %used   

      100107   500      271      0        0.00    

Logical Logging

Buffer bufused  bufsize  numrecs  numpages numwrits recs/pages pages/io

  L-1  0        64       113765   15746    11169    7.2        1.4     

        Subsystem    numrecs  Log Space used

        OLDRSAM      113765   11346056      

address  number   flags    uniqid   begin        size     used    %used

a047e50  1        U---C-L  2683     1002fb        750      269    35.87

a047e6c  2        U-B----  2678     1005e9        750      750   100.00

a047e88  3        U-B----  2679     1008d7        750      750   100.00

a047ea4  4        U-B----  2680     100bc5        750      750   100.00

a047ec0  5        U-B----  2681     100eb3        750      750   100.00

a047edc  6        U-B----  2682     1011a1        750      750   100.00

COLUMN DEFINITIONS

Physical Log Buffer

Column Heading
Column Description
Format
See Also

Buffer
Of the two physical log buffers in memory, the one that is currently in use.
Str


bufused
The number of pages currently filled.
Pages


bufsize
The size of the buffer in pages as defined by the PHYSBUF parameter in the configuration file.
Pages


numpages
The total number of pages written to the Physical Log Buffer.
Dec


numwrits
The number of times the Physical Log Buffer was written out to the Physical Log on disk.
Dec
onstat -g iof

pages/io
The average number of pages written to the Physical Log as expressed by (numpages / numwrites).
Flt
onstat -g iof

PHYSICAL LOG

Column Heading
Column Description
Format
See Also

phybegin
The physical address identifying the location of the Physical Log on disk.
Hex


physize
The size of the Physical Log in pages as defined by the PHYSFILE parameter in the configuration file.
Pages


phypos
The offset into the Physical Log in pages where the next buffer write will occur.
Pages


phyused
The number of pages used in the Physical Log.
Pages


%used
The percentage of the Physical Log that is full as expressed by (phyused / physize) * 100.0.
Flt
onstat -m

Logical Log Buffer

Column Heading
Column Description
Format
See Also

Buffer
Of the three Logical Log buffers in memory, the one that is currently in use.
Str


bufused
The number of pages written to the logical log buffers since initialization (or onstat -z)
Pages


bufsize
The size of the buffer as identified by the LOGBUFF parameter in the configuration file.
Pages


numrecs
The number of logical records written to the logical log buffers since initialization (or onstat -z)
Dec


numpages
The number of pages used to hold the logical log records written.
Dec


numwrits
The number of physical write operations that have been used to flush the logical log buffers to disk since initialization (or onstat -z)
Dec


recs/page
The average number of logical log records per page.
Flt


pages/io
The average number of pages written to the logical log as expressed by (numpages / numwrites).
Flt


Subsystem
The type of log subsystem being used under the Extensible Log Manager.  Potential values currently are:

OLDRSAM

RSAM

SBLOB

RTREE
Str


numrecs
The number of records of this subsystem type that have been written to the logical logs.
Dec


Log Space used
The total amount of log space used by this subsystem.
Bytes


Logical Logs

Column Heading
Column Description
Format
See Also

address
The in-memory address of the log.
Hex


number
Logical # of the log relative to its creation.
Dec


flags
Describes the status of the Logical Log using the following coded values:

Position 1:
A
Newly added



F
Free log



U
Used log

Position 3:
B
Backed up

Position 5:
C
Currently active log

Position 7:
L
Contains last checkpoint 



record
Str


uniqid
A unique number assigned to each Logical Log as it is used.
Dec


begin
The physical address of the log on disk. 
Hex


size
The size of the log in pages.
Pages


used
The number of pages used within the log.
Dec


%used
The percent pages used in the log as expressed by (used / size) * 100.0.
Flt


NOTES

· Don’t confuse the Physical Log Buffer (in memory) with the Physical Log (on disk).  Writes are made first to the Physical Log Buffer.  The Physical Log Buffer is then flushed to the Physical Log on disk.
· The Physical Log Buffer is flushed to disk when it hits 75%, during a checkpoint or when a flush of the Logical Log Buffer would place a transaction in the Logical Log without it’s corresponding Physical Log image existing on disk.
· The Physical Log on disk is flushed when it hits 75% by signaling that a checkpoint is required.
· There are two Physical Log buffers and three Logical Log buffers.

· The number of Physical Log buffers and Logical Log buffers cannot be modified. 

· An archive must be performed before a newly added Logical Log can become free and be used.

· You may not create more than 32768 logical logs. However, the unique ID field has a maximum value of the size of an integer.

TUNING & MONTORING

The Physical Log buffer should be tuned relative to how often you want it to flush to disk.  Keep in mind that the larger it is, the more you could lose should a memory failure occur.  The default is 32K and should not generally be tuned below this value.

The Physical Log on disk should be tuned based on two items: how often checkpoints should occur and how long fast recovery should take.  Checkpoints are not driven just by the value of CKPTINTVL, but when the Physical Log hits 75% full.  If checkpoints are occurring too frequently (i.e., in less than CKPTINTVL intervals), then the Physical Log may be too small.  Oversizing the Physical Log won’t hurt anything, but it will waste disk space.  The Physical Log also drives the length of Fast Recovery.  When the system is shut down normally, the Physical Log is logically marked as empty.  If the system comes down abnormally, pages will remain in the Physical Log.  During Fast Recovery, Informix Dynamic Server restores these pages. These pages must be re-written through the buffer pool and back to disk to synchronize the DBSpaces with the transaction logs.  The smaller the Physical Log, the shorter the recovery time.

There are two items to address when sizing the Logical Logs: the size of each log and the number of logs.  Since a Logical Log will not be backed up until it is full, the amount of transactional loss, should a disk failure occur, is directly affected by the size of each Logical Log.  As an example, if each Logical Log is 100 Mbytes and a disk failure occurs while the third log is in use, only logs 1 and 2 will have been backed up, even if the third log is 99% full.  Therefore, a single logical log should be sized to the amount of information you are willing to possibly loose should a complete disk failure occur.  Keep in mind that during a restore, Informix Dynamic Server will attempt to save any logical logs that still exist and have not been backed up.

The number of Logical Logs required is a function of how frequently you wish to back up your logs.  If you wish to back up your logs only once every 8 hours, then you should have sufficient log space to allow for transactions over an 8-hour period.  This must be judged by monitoring the onstat -l output over a period of normal system behavior.

The length of transactions also affects the total size of all logs combined.  If a single transaction spans more than the maximum percentage of log space allowed, given by LTXHWM (long transaction high water mark), it will be automatically rolled back.  The transaction itself might not be large, however, if it is held open too long, relative to other operations, it could easily span too many logs.  The default value for LTXHWM is 50(%).  It is not recommended to increase this value since the rollback operation for a long transaction also consumes Logical Log space.

onstat -L
Lock Free List Distribution

SYNOPSIS

The onstat –L command displays a list of the distribution of available locks on the lock free lists.  These are locks used within shared memory for managing access to database objects.

Distribution of available locks on the lock free lists

num  list head  available locks

 0   a0099b8        1994

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

num
A sequential number assigned to this list
Dec


list head
The in-memory address of this free list block
Hex


available locks
The number of locks available on this list
Dec
onstat -k

NOTES

The number of free locks available plus those already in use should equal the total number of locks allocated from the LOCKS configuration parameter.

onstat -m
Message Log

SYNOPSIS

The onstat -m command displays the last 20 lines from the Informix Dynamix Server log which is specified by the MSGPATH parameter in the configuration file.

Message Log File: /work2/online.log

14:22:11  Logical Log 4 Complete.

14:22:13  Logical Log 5 Complete.

14:22:15  Logical Log 6 Complete.

14:22:18  Logical Log 8 Complete.

14:22:21  Checkpoint Completed:  duration was 0 seconds.

14:22:35  Logical Log 9 Complete.

14:22:42  Logical Log 10 Complete.

14:22:49  Checkpoint Completed:  duration was 0 seconds.

14:23:03  Checkpoint Completed:  duration was 0 seconds.

14:23:10  Checkpoint Completed:  duration was 0 seconds.

14:23:14  Checkpoint Completed:  duration was 0 seconds.

14:23:17  Checkpoint Completed:  duration was 0 seconds.

14:23:20  Checkpoint Completed:  duration was 0 seconds.

14:23:24  Checkpoint Completed:  duration was 0 seconds.

14:23:28  Checkpoint Completed:  duration was 0 seconds.

14:23:32  Checkpoint Completed:  duration was 0 seconds.

14:23:36  Checkpoint Completed:  duration was 0 seconds.

14:23:40  Checkpoint Completed:  duration was 0 seconds.

14:24:06  On-Line Mode

NOTES

· Checkpoint entries only appear in the log if pages were actually flushed to disk.
· To handle server level errors, use the ALARMPROGRAM parameter in the configuration file.
TUNING & MONITORING

The message log should be monitored periodically for potential system problems.  Should a session abort with an assertion failure, the message log will contain important information including a stack trace of the session.

For checkpoints, the online log identifies the interval (time between checkpoints) and the duration (the length of the checkpoint).  The interval should be no less than the value of CKPTINTVL unless you are using the size of your physical log to control checkpoints (checkpoints occur when the physical log is 75% full).  The duration of the checkpoint will vary depending on many factors (e.g., BUFFERS XE "BUFFERS" , LRU_MIN_DIRTY, LRU_MAX_DIRTY, CKPTINTVL, CLEANERS).

Other factors can cause checkpoints besides CKPTINTVL.  Booting or shutting down the system, creating a DBSpace, or performing an archive are a few.

The message log should be cleaned out from time to time as it can become rather large on a highly active system. 

onstat -o
Output Shared Memory 

SYNOPSIS

The onstat -o command dumps the contents of shared memory out to the specified file for later analysis.

NOTES

· The file created by the onstat -o command will be the same size as the shared memory segments for the Informix Dynamic Server instance.  Be sure you have enough room in the file system to handle the output.

· If no file name is provided, onstat -o will place its output into a file called onstat.out.

TUNING & MONITORING

The onstat –o command allows you to capture the current shared memory information to a flat file.  By executing additional onstat commands against the file, it is possible to acquire information from a previously saved shared memory dump.

onstat -O
Print Optical Cache

SYNOPSIS

The onstat -O command provides information on the status of the optical subsystem cache.

        Subsystem not available

Optical StageBlob Cache

System Cache Totals:                            System Blob Totals:

Size    Alloc.  Avail.          Number  Kbytes  Number  Kbytes

0       0       0               0       0       0       0       

User Cache Totals:                              User Blob Totals:

SID     User            Size    Number  Kbytes  Number  Kbytes

No sessions currently using the cache

COLUMN DEFINITIONS

System Cache Totals

Column Heading
Column Description
Format
See Also

Size




Alloc




Avail




Number




Kbytes




Number




Kbytes




User Cache Totals

Column Heading
Column Description
Format
See Also

SID
The session ID



User




Size




Number




Kbytes




Number




Kbytes




NOTES

onstat -p

Profile statistics

SYNOPSIS

The onstat -p command provides statistical information that has accumulated since either boot time or the last onstat -z command.

Profile

dskreads pagreads bufreads %cached dskwrits pagwrits bufwrits %cached

1221     1295     31642805 100.00  13490    19613    68559    80.32  

isamtot  open     start    read     write    rewrite  delete   commit   rollbk

23019396 1227437  2732785  12789447 7331     21082    7360     27783    3

gp_read  gp_write gp_rewrt gp_del   gp_alloc gp_free  gp_curs 

2        0        0        0        0        0        4       

ovlock   ovuserthread ovbuff   usercpu  syscpu   numckpts flushes 

0        0            0        24836.06 3931.92  276      1736    

bufwaits lokwaits lockreqs deadlks  dltouts  ckpwaits compress seqscans

28       3        25097190 0        0        8        619      22459   

ixda-RA  idx-RA   da-RA    RA-pgsused lchwaits

51       0        157      207        162     

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

dskreads
The number of actual physical block reads from disk in terms of I/O.
Dec
onstat –g iof

pagreads
The number of pages read as a result of the disk reads.
Dec


bufreads
The number of times a read occurred against the buffer pool in shared memory. 
Dec


%cached
The percentage of reads from shared memory relative to disk reads.  The formula is: 100 * (bufreads- dskreads) / bufreads.
Flt


dskwrits
The number of actual physical block writes to disk in terms of I/O.  This number includes Physical and Logical Log I/O as well.
Dec


pagwrits
The number of pages actually written to disk.
Dec


bufwrits
The number of writes made against a page in the buffer pool.
Dec


%cached
The percentage of writes to shared memory relative to disk writes.  The formula is: 100 * (bufwrits- dskwrits) / bufwrits.
Flt


isamtot
The total number of ISAM calls that have been made.
Dec


open
The number of open table calls.
Dec


start
The number of index read calls.
Dec


read
The number of data read calls (usually SELECT).
Dec


write
The number of write calls (usually INSERT).
Dec


rewrite
The number of update calls (UPDATE).
Dec


delete
The number of delete calls (DELETE).
Dec


commit
The number of times OnLine performed a commit.
Dec


rollbk
The number of times a transaction was rolled back.
Dec


gp_read
The number of generic page reads that have occurred.
Dec
onstat –g pgp

gp_write
The number of generic page writes that have occurred.
Dec


gp_rewrt
The number of generic page updates that have occurred.
Dec


gp_del
The number of generic page delete that have occurred.
Dec


gp_alloc
The number of generic page allocations that have occurred.
Dec


gp_free
The number of generic pages freed and returned to partitions.
Dec


gp_curs
The number of cursors used against generic pages.
Dec


ovlock
Increments when the value of LOCKS is exceeded.
Dec


ovuserthread
Increments when the maximum number of userthreads is exceeded relative to the setting of NETTYPE.
Dec


ovbuff
The number of times a request was made for a buffer in the buffer pool but none was available.
Dec


usercpu
The total user cpu time used by all userthreads.
Flt
onstat –g glo

syscpu
The total system cpu time used by all userthreads.
Flt
onstat –g glo

numckpts
The number of checkpoints that have occurred since OnLine was booted.
Dec
onstat -m

flushes
The number of times the buffer pool has been flushed to disk.
Dec


bufwaits
Increments when a userthread must wait to acquire a buffer.
Dec


lokwaits
Increments when a userthread must wait to acquire a lock.
Dec


lockreqs
The total number of lock requests that have occurred.
Dec


deadlks
The number of potential deadlocks situations that have been encountered.
Dec


dltouts
Increments when a distributed deadlock condition is encountered.
Dec


ckpwaits
The number of times a thread has had to wait for a checkpoint to complete before continuing.
Dec


compress
Increments when a data page in memory is compressed.
Dec


seqscans
The number of sequential scans that have occurred.
Dec


ixda-RA
The number of read-aheads that involved index leaves to data pages.
Dec


idx-RA
The number of read-aheads that involved index only traversal.
Dec


da-RA
The number of read-aheads that involved data page only traversal.
Dec


RA-pgsused
The actual number of read ahead pages used of those read.
Dec


lchwaits
Increments when a userthread must wait to acquire a shared memory resource.
Dec


NOTES

· The values for ovtbls and ovuserthread are leftovers from previous versions of OnLine.  Starting with 7.x, the values for these fields are dynamically allocated and therefore the overflows should always be zero.
· The number of flushes is not driven entirely by the number of checkpoints.
· The value for commits and rollbacks is not necessarily reflective of actual transaction requests by sessions.  Internally, Informix performs its own commits and rollbacks as well.
· Actual deadlocks (two or more threads waiting on one another’s locks) can’t actually happen within a single Informix Dynamic Server instance.  The thread that would create the deadlock fails and receives an error.
· Page compression occurs when rows have been deleted from a page.  The compression is actually the repositioning of the remaining rows on the page such that they are contiguous.
TUNING & MONITORING

Cached reads and cached writes will usually be above 90%.  If they are under 85% in an OLTP system, this may be an indication of a shortage of buffers.  Although the %cached writes should be above 85%, the actual value can vary greatly. Low %cached writes may simply indicate that not many actual writes have occurred.  This can be determined by examining the number of writes, rewrites, and deletes relative to the number of reads.

Bufwaits shows the number of times a thread had to wait to acquire a latch on a buffer.  If the readahead values (RA_PAGES and RA_THRESHOLD) are too high, bufwaits may grow excessively.  High bufwaits may also be caused by too small a buffer pool relative to the amount of work being performed (see %cached values).

Lock waits should normally be less than 1% of lock requests unless you have applications that hold locks for an inordinant amount of time.  If locks waits are excessive, examine the isolation levels used by SQL statements plus the overall design of transaction management.

Checkpoint waits can and do occur in a high volume system.  Checkpoints are prevented from occurring if a userthread is in the middle of a critical section (known as a critical write).  If a checkpoint must wait, it is usually only for a brief moment.

The sequential scans field should monitored in an OLTP system since most OLTP system operate most efficiently using index reads.

Read aheads allow the system to perform more efficient I/O when a need arises to scan multiple sequential pages from disk.  This capability is highly desired in DSS systems where large table and index scans are normal and in certain types of OLTP processing.  In an ideal situation, ixda-RA + idx-RA + da-RA should equal RA-pgsused.  However, if the values of RA_PAGES and RA_THRESHOLD are too high, the system may end up reading in more pages for a read ahead than it should.  This will result in high bufwaits since the pages being read in will force existing buffer pool pages to be overwritten or, in the case of dirty pages, flushed out to disk.
onstat -P
Partition Buffer Summary

SYNOPSIS

The onstat –P command displays a list showing the partition number and the number of btree, data and other types of pages in the buffer pool associated with each partition.  It also identifies the number of resident and dirty pages in the buffer pool for each parititon.  The output is sorted by partition number.

partnum  total    btree    data     other    resident dirty   

0        1927     1        5        1921     0        0       

1048578  2        1        1        0        0        0       

1048579  4        2        2        0        0        0       

1048739  3        2        1        0        0        0       

1048740  3        2        1        0        0        0       

1048741  2        1        1        0        0        0       

1048742  2        1        1        0        0        0       

1048743  3        2        1        0        0        0       

1048744  3        1        1        1        0        0       

1048846  2        1        1        0        0        0       

1048847  5        1        3        1        0        0       

1048848  3        2        0        1        0        0       

1048849  1        1        0        0        0        0       

1048850  1        1        0        0        0        0       

1048851  2        1        1        0        0        0       

1048852  2        1        1        0        0        0       

1048853  1        1        0        0        0        0       

1048854  1        1        0        0        0        0       

1048857  2        1        1        0        0        0       

1048858  3        3        0        0        0        0       

1048859  3        1        2        0        0        0       

1048860  2        1        1        0        0        0       

1048863  2        1        1        0        0        0       

1048919  6        2        3        1        0        0       

1048920  6        3        2        1        0        0       

1048921  2        1        1        0        0        0       

1048922  2        1        1        0        0        0       

1048923  3        2        1        0        0        0       

1048925  2        1        1        0        0        0       

Totals:  2000     40       34       1926     0        0       

Percentages:

Data  1.70  

Btree 2.00  

Other 96.30 

COLUMN DEFINITIONS

Detail definitions

Column Heading
Column Description
Format
See Also

partnum
The part number for the table/index
Dec
onstat –g ppf

total
The total number of pages in the buffer pool for this partition.
Dec


btree
The total number of index pages in the buffer pool for this partition.
Dec


data
The total number of data pages in the buffer pool for this partition.
Dec


other
The total number of other pages in the buffer pool for this partition (e.g., bitmap).
Dec


resident
The total number of partition pages that are marked as resident.
Dec


dirty
The total number of partition pages that are marked as dirty.
Dec
onstat -R

Percentages

Label
Description
Format
See Also

data
The percentage of pages in the buffer pool that are data pages.
Flt


btree
The percentage of pages in the buffer pool that are index pages.
Flt
onstat -C

other
The percentage of pages in the buffer pool that are neither data pages nor index pages.
Flt


NOTES

· Partitions that contain both index and data pages will have a value in both the Btree and Data columns. Fragmented (detached) indexes will have a separate partition entry.

· The first column of the total line should equal the number of pages in the buffer pool.

· Data pages consist of data, remainder and blob pages.

TUNING & MONITORING

The output from onstat –P is useful for identifying how much of a partition (table) is cached and whether or not its pages have been marked as resident.  Heavily hit tables, such as reference tables, are good candidates for use of the resident capability offered by the CREATE TABLE statement.

onstat -r
Repeat options every n seconds

SYNOPSIS

The onstat -r command causes the options given to be repeated once every n seconds.

NOTES

· The default number of seconds is 5.

· The -r option can be used both in command mode and interactive mode.

TUNING & MONITORING

The –r command can be useful for repeating command output to monitor system resource utilization.

onstat -R
LRU Queues

SYNOPSIS

The onstat -R command displays the current status of the LRU queues.  The buffer pool is broken into a series of queues to improve accessibility and reduce buffer contention, with each LRU queue being further broken down into a free/clean side (FLRU) and a modified side (MLRU).

4 buffer LRU queue pairs                     priority levels

# f/m  pair total  % of    length     LOW   MED_LOW  MED_HIGH   HIGH

 0 f       500   100.0%      500      409       88        3        0

 1 m               0.0%        0        0        0        0        0

 2 f       500   100.0%      500      410       89        1        0

 3 m               0.0%        0        0        0        0        0

 4 f       500   100.0%      500      408       88        4        0

 5 m               0.0%        0        0        0        0        0

 6 F       500   100.0%      500      408       89        3        0

 7 m               0.0%        0        0        0        0        0

0 dirty, 2000 queued, 2000 total, 2048 hash buckets, 2048 buffer size

start clean at 30% (of pair total) dirty, or 150 buffs dirty, stop at 20%

0 priority downgrades, 0 priority upgrades

COLUMN DEFINITIONS

Detail Definitions

Column Heading
Column Description
Format
See Also

#
The LRU number (sequentially assigned).  Each LRU is paired into a modified (MLRU) and free/clean side (FLRU).
Dec


f/m
Describes the LRU queue type using the following coded values:

f
Free FLRU queue

F
Free FLRU with fewest buffers.

m
MRU queue

M
MRU is currently being cleaned by flusher
Str
onstat -F

pair total
The number of buffers currently assigned to this queue.
Dec


%of
The percentage of the LRU this element of the pair represents.
Flt


length
The total number of buffers on this LRU queue.
Dec


LOW
The number of buffers on the low priority queue.
Dec


MED_LOW
The number of buffers on the medium low priority queue.
Dec


MED_HIGH
The number of buffers on the medium high priority queue.
Dec


HIGH
The number of buffers on the high priority queue.
Dec


SUMMARY DEFINITIONS

Label
Description
See Also

dirty
The total number of dirty pages within the LRUs.


queued
The total number of pages queued into the LRUs.  This number won’t necessarily match BUFFERS XE "BUFFERS" .


total
The total number of buffer pages assigned to the LRU queue (same as BUFFERS XE "BUFFERS" ).
 XE "BUFFERS" 

hash buckets
The number of hash buckets created to track the pages placed into the buffer pool.


buffer size
The size of a single page within this OnLine instance.  Page sizes can be 2K or 4K based on the port.


priority downgrades
The number of buffers that have been downgraded from a higher priority queue to a lower priority queue.


priority upgrades
The number of buffers that have been upgraded from a lower priority queue to a higher priority queue.


NOTES

· The onstat -R command is not included as part of the onstat -a output.
· A free page is one that has not been used.  A clean page is free page that has had a page written to it, but not modified.  A dirty page is a clean page that has had modifications made to it.
· Pages can migrate amongst the LRU queues.  For this reason, the number queued and the total number of buffers may not always correspond.  In addition, the number of buffer pages per LRU queue may become slightly unbalanced.
· Each LRU queue is divided up into four separate priority queues: LOW, MED_LOW, MED_HIGH and HIGH.
· Pages with a priority of HIGH are considered last for page replacement; pages with a priority of LOW are considered first for page replacement.  Page replacement priorities are utilized when no free pages exist in the buffer pool.
· Priorities are part of the Dynamic Buffer Management API incorporated into the server.
TUNING & MONITORING

Upon startup, OnLine will divide the number of pages in the buffer pool among the LRU queues as evenly as possible.  The LRU queues are designed to help reduce contention among active threads within the same OnLine instance. In addition, they assist in reducing the processing load required for a checkpoint.  When the LRU_MAX_DIRTY percentage of pages for an LRU is exceeded, a page cleaner is assigned to the LRU to begin flushing dirty pages out to disk until only the LRU_MIN_DIRTY percentage of pages remains in the queue.

Setting the value for LRU_MIN_DIRTY and LRU_MAX_DIRTY should be driven by the length of the system checkpoints.  If the checkpoint duration is too long, it can possibly be reduced by lowering the values for LRU_MIN_DIRTY and LRU_MAX_DIRTY.  This will reduce the overall number of dirty pages remaining in the buffer pool.

Tuning the value for LRUS, which defaults to 8, depends on whether the tuning is being performed to reduce buffer contention or reduce checkpoint duration. 

onstat -s
Latches

SYNOPSIS

The onstat -s command displays the latches that are currently being held by userthreads for resources in shared memory.  

Latches with lock or userthread set

name     address  lock wait userthread 

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

name
The name of the resource upon which a latch has been acquired.

Name

Description

userthreads
User list

trans

Transactions

lockfr

Lock free list

lockdl

Deadlock list

ckpt

Checkpoints

archive

Archive

DBSpace
DBSpace

chunks

Chunks

loglog

Logical Log

physlog

Physical Log

physb1

Physical Log buffer 1

physb2

Physical Log buffer 2

flushctl

Flusher control

altlatch

Alter table counter

timestamp
Timestamp

trace

Trace buffer

flushr#

Page cleaners

LRU#

LRU queue

lh[#]

Lock hash

txlk[#]

Transaction list

bh[#]

Hash buffer 

bf[#]

Buffer 
Str
onstat -u

onstat -g amx

onstat -g lmx

onstat -g wmx

address
The in-memory address of the latch.
Hex


lock
Indicates if the lock on the resource is set.
Dec


wait
The first address of the thread waiting for this resource.
Hex


userthread
The address of the userthread holding the latch.
Hex
onstat -u

NOTES

· Latches are a method for controlling simultaneous access to shared memory resources.

TUNING & MONITORING

Latches are grabbed and released very rapidly.  As such, you generally will not see the same latch being held by the same thread if you run the onstat command a second time.

The number of latches (mutexes) required can be reduced by using one CPU VP and setting the value of SINGLE_CPU_VP to 1 in the configuration file when working on a one or two CPU machine.

Another method for monitoring mutexes is through the MT commands amx, lmx and wmx, which show all mutexes, locked mutexes and mutexes with waiters.

onstat -t/-T
Active TBLSpaces / All TBLSpaces

SYNOPSIS

The onstat -t command displays TBLSpaces (system and user) that are currently being accessed by a userthread (i.e., ucnt > 0).  The onstat -T command displays all TBLSpaces that have been opened.

Tblspaces

 n address  flgs ucnt tblnum   physaddr npages nused  npdata nrows  nextns resident

 1 a2fd9a8  0    1    100001   10000e   600    600    0      0      8      0   

 4 a6364c0  0    1    100056   100063   16     10     4      62     2      0   

 5 a60fc98  0    1    100057   100064   24     19     8      439    2      0   

27 a661908  0    1    100070   10007d   8      6      1      16     1      0   

89 a2fdd48  0    1    200001   200004   50     6      0      0      1      0   

94 a2ced48  0    1    400001   400004   250    235    0      0      5      0   

136 a609288  0   1    700001   800004   150    150    0      0      3      0   

 7 active, 136 total

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

n
A sequential counter incremented for each table as it is opened.
Dec
onstat -g opn

address
The in-memory address of the tblspace.
Hex


flgs

Describes the status of the tblspace using the following hexadecimal values:

0x0000
No modifications

0x0001
Partition structure being initialized

0x0002
Partition has been modified

0x0004
Partition is being dropped

0x0008
Pseudo table partition

0x0010
Partition being altered (add/drop index)

0x0020
Partition being altered by ALTER TABLE

0x0040
Partition dropped with structs active

0x0080
Dropping this partition while dbspace is down

0x0100
Don’t delete blobspace blobs when table dropped (used by alter fragment)

0x0200
Partition alter page count updated

0x0400
Pages altered to latest schema

0x0800
System temp table

0x1000
User temp table

0x2000
Resident partition

0x4000
Index operations deferred during recovery
Hex


ucnt
The number of userthreads currently accessing the table.
Dec


tblnum
The tblspace number in hexadecimal format.
Hex
TBLSpace number

physaddr
The physical address of the tblspace on disk.
Hex


npages
The total number of pages allocated to the tblspace.
Dec


nused
The number of pages used of those allocated.
Dec


npdata
The number of used pages that are data pages.
Dec


nrows
The number of rows contained in the tblspace.
Dec


nextns
The number of extents for this tblspace.
Dec


resident
Indicates this tblspace is set for residency (0 or 0x2000).
Hex
onstat -P

NOTES

· TBLSpace 0x100001 is the root DBSpace TBLSpace partition.  The first TBLSpace in each DBSpace will be a TBLSpace partition.

· TBLSpace 0x100002 is the database TBLSpace.

· Upon startup, the Informix engine opens the TBLSpace partition in each DBSpace.

· The residency of a table must be re-established each time the Informix server is started.

TUNING & MONITORING

If there appears to be a sudden performance hit on the system, the onstat -t command can be used to monitor what tables are currently being accessed.  This information can be used in conjunction with information provided by onstat -g sql to identify a potential problem table.  An analysis of the nextns (number of extensions) column might identify a table with a large number of extensions.

One method for identifying tables with an excessive number of extents is to execute the following query against the sysmaster database:

SELECT
dbsname, tabname, nextns

FROM
systabnames t, sysptnhdr p

WHERE
t.partnum = p.partnum

AND
p.nextns > 10

ORDER BY 3 DESC;

onstat -u
User Threads

SYNOPSIS

The onstat -u command displays a list of the userthreads running on the system.

Userthreads

address  flags   sessid   user     tty      wait     tout locks nreads   nwrites

a14a010  ---P--D 0        root     -        0        0    0     22       39

a14a444  ---P--F 0        root     -        0        0    0     0        0

a14a878  ---P--F 0        root     -        0        0    0     0        0

a14acac  ---P--F 0        root     -        0        0    0     0        0

a14b0e0  ---P--F 0        root     -        0        0    0     0        0

a14b514  ---P--B 9        root     -        0        0    0     0        6

a14b948  ---P--D 0        root     -        0        0    0     0        0

a14bd7c  L--PR-- 56       root     1        a03b6b4  -1   2     0        0

a14c1b0  L--PR-- 58       root     1        a03b6b4  30   1     0        0

a14c5e4  L--PR-- 57       root     1        a03b6b4  -1   2     0        0

a14ca18  L--PR-- 55       root     1        a03b688  -1   2     0        0

a14ce4c  L--PR-- 54       root     1        a03b6b4  30   1     0        0

a14d280  L--PR-- 53       root     1        a03b6b4  -1   2     0        0

a14d6b4  Y-BP--- 52       root     1        a327220  0    14    0        6

a14dae8  Y--P--- 51       root     1        a3269f8  0    3     0        0

 15 active, 128 total, 20 maximum concurrent

COLUMN DEFINITIONS

detail definitions

Column Heading
Column Description
Format
See Also

address
The shared memory address of the session thread
Hex


flags
Describes the status of the userthread using the following coded values:

Position 1:


B
Waiting on a buffer


C
Waiting on a checkpoint


G
Waiting on write of the Logical Log 


buffer


L
Waiting on a lock


S
Waiting on a mutex


T
Waiting on a transaction


X
Waiting on a transaction cleanup


Y
Waiting on a condition

Position 3:


A
DBSpace backup thread


B
Begin work


P
Preparing/prepared


X
XA prepare


C
Commiting/committed


R
Aborting/aborted


H
Heuristic aborting/aborted

Position 4:


P
Primary thread for a session

Position 5:


R
Reading (RSAM Call)


X
Critical Write

Position 7:


B
BTree clean thread


C
Terminated user thread waiting for 


cleanup


D
Daemon thread


F
Page cleaner thread (flusher)


M
On-Monitor thread
Str
onstat -b

onstat -g con

onstat -k

onstat -s

onstat -x

sessid
The session ID assigned to the user.
Dec


user
The user login name.
Str


tty
The tty the user is using.
Str


wait
The address of the resource for which this session thread is waiting.
Hex
onstat -s

onstat -k

tout
The number of seconds remaining from a call to SET LOCK MODE TO WAIT n.  If the value is 0, the thread is not waiting on a lock, if -1, the thread is waiting indefinitely.
Dec
onstat -k

locks
The number of locks currently held by this user thread.
Dec
onstat -k

nreads
The number of disk reads executed by the user thread.
Dec
onstat -p

onstat -d

nwrites
The number of disk writes executed by the user thread.
Dec
onstat -p

onstat -d

Summary Information

Column Heading
Column Description
See Also

active
The number of currently active userthreads.


total
The current number of userthreads that the engine has been dynamically allocated to handle.


maximum concurrent
The maximum number of userthreads that have been running at the same time.


NOTES

· The engine will dynamically allocate additional memory for new userthreads if the number of requests exceeds the current total.

· Informix Dynamic Server prevents a userthread from entering into a critical section of code while a checkpoint is occurring.  The reverse is also true, while a userthread is in the middle of a critical section a checkpoint must wait.
· There is typically one userthread per session.  If a session is running with PDQPRIORITY turned on, there will be multiple userthreads for the session, all with the same session ID.
TUNING & MONITORING

An examination of the first flag in the flags column will quickly indicate the status of the userthreads.  In a highly active system it is normal to see userthreads waiting on latches, locks and conditions.  These waits will normally change very rapidly as resources are grabbed and released.  If a particular session is having a problem, rapid problem resolution can be performed by first examining the flag values; then perform the corresponding onstat command to identify the resource on which the session might be waiting.  For example, if the first flag is L, the session is waiting on a lock.  The corresponding value in the wait column is the address of the lock being held.  Performing an onstat -k will list locks being held.  An examination of the list will show what other userthread is holding the lock.  It is then a matter of determining why the application is holding the lock.

The locks column can assist in identifying sessions which are holding an excessive number of locks.  In these instances, the application should be checked to determine if higher level locks, such as a table lock, might be warranted.

The isolation level for a session can be identified by either performing an onstat -x and looking up the corresponding userthread address, or by performing an onstat -g sql and examining the Iso Lvl column.

The NETTYPE parameter in the configuration file can be used to limit the total number of user connections to the system.

onstat -x
Transactions

SYNOPSIS

The onstat -x command lists the transactions currently active in the system.

Transactions

address  flags userthread locks log begin isolation retrys coordinator       

a2fe018  A---- a2cf018    0     0         COMMIT    0                        

a2fe1dc  A---- a2cf5d8    0     0         COMMIT    0                        

a2fe3a0  A---- a2cfb98    0     0         COMMIT    0                        

a2fe564  A---- a2d0158    0     0         COMMIT    0                        

a2feab0  A---- a2d0cd8    0     0         COMMIT    0                        

a2ffe1c  A-B-S a2d51d8    6     2683      COMMIT    0      sunray730_shm     

 6 active, 128 total, 86 maximum concurrent

COLUMN DEFINITIONS

Detail Definitions

Column Heading
Column Description
Format
See Also

address
The in-memory address of the transaction structure
Hex


flags
Describes the status of the transaction using the following coded flags:

Position 1:


A
Userthread attached to transaction


S
TP/XA suspended transaction


C
TP/XA waiting for rollback

Position 3:


B
Begin work


P
Informix-Star prepare for commit


X
TP/XA prepare for commit


C
Committing or committed


R
Rolling back or rolled back


H
Heuristically rolling back or rolled back

Position 5:


G
Global transaction


C
Informix-Star coordinator


S
Informix-Star subordinate


B
Both Informix-Star coordinator and 


subordinate
Str


userthread
The address of the userthread that owns this transaction.
Hex
onstat -u

locks
The number of locks held by the transaction.
Dec
onstat -k

log begin
The number of the Logical Log in which this transaction was begun.
Dec
onstat -l

isolation
The isolation level of the transaction.
Str


retrys
The number of times the transaction attempted to complete.
Dec


coordinator
The name of the coordinator system if this is a two-phase commit (distributed) transaction.
Str


Summary Definitions

Column Heading
Column Description
See Also

active
The number of currently active transactions.


total
The current number of transactions that the engine has been dynamically allocated to handle.


maximum concurrent
The maximum number of transactions that have been running at the same time.


NOTES

· The onstat -x command is not included with onstat -a.
TUNING & MONITORING

If a long transaction is in the process of being rolled back, it can be identified by examining the transaction with the lowest log begin value.

onstat -X
Sharers and waiters for buffers

SYNOPSIS

The onstat -X command displays the sharers and waiters for buffers.

Buffers (Access)

address  owner    flags pagenum  memaddr  nslots pgflgs scount   waiter

 0 modified, 2000 total, 2048 hash buckets, 2048 buffer size

COLUMN DEFINITIONS

Detail Definitions

Column Heading
Column Description
Format
See Also

address
Address of the buffer header in the Resident Memory buffer pool.

onstat -b

owner
The address of the userthread currently accessing this buffer.  This address corresponds to the address field given by the onstat -u command.

onstat -u

flgs
Flags identifying the current status of the buffer page

0x01
Modified Data

0x02
Data

0x04
LRU

0x08
Error

0x20
LRU AIO write in progress

0x40
Chunk write in progress

0x80
Buffer is/will be result of read-ahead

0x100
Cleaner assigned to LRU

0x200
Buffer should avoid bf_check calls

0x400
Do log flush before writing page

0x800
Buffer has been ‘buff’-checked

0x8000
Buffer has been pinned

0x10000
Buffer modified by fuzzy operation

0x20000
Use aging of buffer on LRU

0x40000
Don’t use buffer priorities

onstat -b

pagenum
The physical page number of this page on disk



memaddr
The buffer memory address



nslots
The number of slot table entries (i.e., rows or row portions) on this page.



pgflgs
Describes the page type

0x01
Data Page

0x02
Partition Page

0x04
Bitmap Page

0x08
Chunk Free List Page

0x09
Remainder Data Page

0x0b
Partition Resident BLOB Page

0x0c
BLOBSpace Resident BLOB Page

0x0d
BLOB Chunk Free List Bitmap Page

0x0e
BLOB Chunk BLOB Map Page

0x10
B+ Tree Node Page

0x20
B+ Tree Root Node Page

0x40
B+ Tree Branch Node Page

0x80
B+ Tree Leaf Node Page

0x100
Logical Log Page

0x200
Last Page of Logical Log

0x400
Sync Page of Logical Log

0x800
Physical Log Page

0x1000
Root Reserved Page

0x2000
No Physical Logging Required

0x4000
No Physical Logging Required (load-time)

0x8000
B-Tree Leaf with deleted entries

0x20
Secondary partition header (w/0x02)

0x40
Alter description partition header (w/0x02)

0x80
Key descriptor partition page (w/0x02)

0x80
Generic page

0x4000
Do not allocate a row without checking

onstat -b

scount
A count of the number of threads sharing this buffer.



waiter
A list of the threads waiting for this buffer.



SUMMARY DEFINITIONS

Label
Description
See Also

modified
The total number of buffers in the pool that have been modified since the last buffer flush (e.g., from a checkpoint)
onstat -R

total
The total number of buffers as allocated by the BUFFERS XE "BUFFERS"  parameter in the configuration file.
onstat -R

hash buckets
The number of hash buckets created to track the pages placed into the buffer pool.
onstat -h

buffer size
The size of an individual buffer.  This is determined at port time and is not configurable.
onstat -R

NOTES

· The onstat -X command is similar in output to the onstat -b/-B commands.

onstat -z
Zero Profile Counts

SYNOPSIS

The onstat -z command resets all profile counts to zero.

NOTES

· Performing an onstat -z does not flush the buffer pool of pages.

TUNING & MONITORING

The onstat -z command should be run before gathering statistics for any operation.

onstat -g act
Active Threads

SYNOPSIS

The onstat -g act command displays a list of the currently active (running) threads. The output is sorted by thread ID.

Running threads:

tid     tcb     rstcb   prty    status                  vp-class   name

7       a252d78  0        2     running                   1cpu    sm_poll

8       a267048  0        2     running                   7tli    tlitcppoll

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread id incrementally assigned by OnLine.
Dec
onstat -g ath

tcb
The in-memory address of the thread control block.
Hex


rstcb
The in-memory address of the RSAM thread control block.
Hex


prty
The internal priority of the thread.
Dec


status
The status of the thread.
Str


vp-class
The class of VP on which the thread is running.
Str
onstat -g sch

name
The name of the thread.
Str


NOTES

· There are never more threads running than there are virtual processors (VP). 

· A thread priority can range from 1 (lowest) to 4 (highest) with a default priority of 2.  Priorities are assigned internally by the server and are not tunable.

TUNING & MONITORING

The onstat -g act command is a quick place to identify if certain threads are actually running such as the KAIO thread, the poll and listener threads, and other threads as set in the configuration file.

onstat -g afr
Allocated Pool Fragments

SYNOPSIS

The onstat -g afr command displays all allocated pool fragments for the specified session ID.  A pool name or session ID are required as a parameter.

Allocations for pool name 26:

addr     size       usage

a76e000  120        overhead

a76e078  48         scb

a76e0a8  48         scb

a76e0d8  40         ostcb

a76e100  4336       sqscb

a76f1f0  48         fragman

a76f220  40         sqscb

Allocations for pool name resident:

addr     size       memid   

a001000  1016       overhead

a002000  964632     resident

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

addr
The in-memory address of the pool fragment.
Hex


size
The size in bytes of the particular fragment.
Dec


usage
The type of information stored within the particular fragment.
Str


NOTES

· The number of fragments for a session can become quite large.

· All fragments for a specific functional area will generally have the same usage name.  For example, there will be multiple scb fragments, all being used to monitor and control the session’s control block.

onstat -g all
All MT Information

SYNOPSIS

The onstat -g all command displays the equivalent of onstat -g glo, qst, wst, ath, spi, lmx, wmx, con, mem, seg, rbm, nbm, dic, dsc, prc, sch, iog, ioc, iof, ioq, iov, iob, ntu, ntt, ntm, ntd, nsd, nss, sts, ses, sql, ppf, tpf, lsc, ddr.

NOTES

· The onstat –g all command is sometimes preferable to using onstat –a to gather MT information.

onstat -g arc
Archive status

SYNOPSIS

The onstat –g arc command display the current status of archives to the system.  The output is sorted by DBSpace number.

num   DBSpace            Q Size Q Len  Buffer partnum    size     scanner 

Dbspaces - Archive Status

name               number level date             log        log-position

rootdbs            1      0     06/03/1999.17:00 2243       0x10b018  

blobspace1         2      0     06/03/1999.17:00 2243       0x10b018  

jlblobs            3      0     06/03/1999.17:00 2243       0x10b018  

troydbs            4      0     06/03/1999.17:00 2243       0x10b018  

sbspace1           6      0     06/03/1999.17:00 2243       0x10b018  

dbspace1           7      0     06/03/1999.17:00 2243       0x10b018  

COLUMN DEFINITIONS

active archive status

Column Heading
Column Description
Format
See Also

num
The DBSpace number
Dec
onstat -d

DBSpace
The DBSpace currently being archived
Str


Q Size
Size of list containing pages to be archived
Dec


Q Len
Number of pages remaining in queue to write (gets – puts)
Dec


Buffer
The number of pages in the archive before-image bin
Dec


partnum
Before image bin partition number
Hex


size
The number of used pages in temp partition
Dec


scanner
Archive high water partition number
Hex


dbspaces – Archive status

Column Heading
Column Description
Format
See Also

name
The name of the DBSpace archived
Str
onstat -d

number
The number of the DBSpace
Dec


level
The archive level that was performed (0,1, or 2)
Dec


date
The datetime the archive was performed.
Str


log
The logical log that was active at the time of the archive
Dec
onstat -l

log-position
The position within the current active log when the archive was performed.
Hex


NOTES

· By setting the environment variable ARCHIVE_TEST and running onstat –g arc, the DBSpace flags (see onstat –d) and timestamp (hex value) columns will be added to the output.

onstat -g ath
All Threads

SYNOPSIS

The onstat -g ath command displays a list of all threads in the system.  The output is sorted by thread ID.

Threads:

tid     tcb     rstcb   prty    status                  vp-class   name

2       a23cb38  0        2     yield forever             3lio    lio vp 0

3       a23cf90  0        2     yield forever             4pio    pio vp 0

4       a23d410  0        2     yield forever             5aio    aio vp 0

5       a23d890  0        2     yield forever             6msc    msc vp 0

6       a23de18  a14a010  4     sleeping(secs: 1)         1cpu    main_loop()

7       a252d78  0        2     running                   1cpu    sm_poll

8       a267048  0        2     running                   7tli    tlitcppoll

9       a267798  0        2     cond wait(arrived)        8tli    tlitcppoll

10      a267ee8  0        2     yield forever             1cpu    sm_listen

11      a2cca70  0        2     sleeping(secs: 1)         1cpu    sm_discon

12      a2cd098  0        3     yield forever             1cpu    tlitcplst

13      a2da788  a14a444  2     yield forever             1cpu    flush_sub(0)

14      a2dab80  a14a878  2     yield forever             1cpu    flush_sub(1)

15      a2daf78  a14acac  2     yield forever             1cpu    flush_sub(2)

16      a2db370  a14b0e0  2     yield forever             1cpu    flush_sub(3)

17      a2e6ee8  a14b514  2     sleeping(secs: 39)        1cpu    btclean

32      a0faf38  a14b948  4     sleeping(secs: 1)         1cpu    onmode_mon

40      a302c80  0        2     yield forever             9lio    lio vp 1

74      a326af0  a14dae8  2     cond wait(sm_read)        1cpu    sqlexec

75      a327318  a14d6b4  2     cond wait(sm_read)        1cpu    sqlexec

76      a327b40  a14d280  2     yield lockwait            1cpu    sqlexec

77      a31ad80  a14ce4c  2     sleeping(secs: 23)        1cpu    sqlexec

78      a31b580  a14ca18  2     yield lockwait            1cpu    sqlexec

79      a31bda8  a14bd7c  2     yield lockwait            1cpu    sqlexec

80      a2b0bf0  a14c5e4  2     yield lockwait            1cpu    sqlexec

81      a2b1418  a14c1b0  2     sleeping(secs: 23)        1cpu    sqlexec

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid

The thread id incrementally assigned by OnLine.
Dec
onstat –g tpf

tcb
The in-memory address of the thread control block.
Hex


rstcb
The in-memory address of the RSAM thread control block.
Hex


prty
The internal priority of the thread.
Dec


status
The current status of the thread.
Str
onstat -g con

vp-class
The VP class and number on which the thread is running.  The VP classes include the following:

CPU
CPU VP

AIO
Asynchronous I/O

LIO
Logical Log I/O

PIO
Physical Log I/O

MSC
Miscellaneous

ADM
Administrative

ADT
Auditing

OPT
Optical

SOC
Socket

TLI
TLI

SHM
Shared Memory

USR
User Define Routine VP
Str
onstat -g glo

name
The name of the thread.
Str


NOTES

· A thread priority can range from 1 (lowest) to 4 (highest) with a default of 2.

· If more than one instance of a VP exists within a class, its name will be prefaced with its instance number.

TUNING & MONITORING

The onstat -g ath command provides a quick check for what threads are currently active in the system.  A glance through the output will quickly reveal whether KAIO threads are running, if there are any sessions running via sqlexec threads, or if there are a large number of scan and exchange threads running to handle parallel operations.

onstat -g cac
Cache Entries (IUS only)

SYNOPSIS

The onstat –g cac command displays the status of the in-memory caches.  The command may take one or two arguments: the cache name and optionally the entry name within the cache.

onstat -g con
Conditions with Waiters

SYNOPSIS

The onstat -g con command displays all threads currently waiting on a condition.  The output is sorted by condition ID.

Conditions with waiters:

cid      addr     name               waiter   waittime

529      a267708  arrived            9        527

826      a3269f8  sm_read            74       9

830      a327220  sm_read            75       9

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

cid
Condition identifier.
Dec


addr
In-memory address of the condition control block.
Hex


name
The name of the condition upon which this thread is waiting.
Str


waiter
The thread ID of the thread waiting on the condition.
Dec
onstat -g ath

waittime
The amount of wait time the thread has waited on this condition in seconds.
Dec


NOTES

· Names for conditions are assigned individually when the condition is set.

TUNING & MONITORING

The following table lists the values that can appear in the condition name field and a short description of their meaning.

Condition
Description

adt_cond
Thread is waiting on for MLS auditing to complete.

arrived
Waiting for mail (network request) to arrive

await_MC%d
Producer thread(s) are waiting to coordinate their status with their Master Consumer thread.

backend:%d
A single sort thread is waiting for backend to tell this thread of an event. 

bar_cond
“Barrier Condition”.  Used to coordinate processing between producer and consumer threads.

block
The thread is blocked due to one of the following reasons:


BLOCK_ARCHIVE


BLOCK_DBS_DROP


BLOCK_DDR


BLOCK_DR_SWITCH


BLOCK_HANG_SYSTEM


BLOCK_LBU_PRESERVE


BLOCK_LONGTX


BLOCK_MEDIA_FAILURE 

bufcond
Sort thread is waiting for output buffers to become available.

closed_down
Master consumer thread is waiting for a signal that it is OK to close.

closing
A network communications thread (tli, soc, str) is waiting to close.

cp
Thread is waiting on a checkpoint to complete.

drbt_rcvq
Thread on Data Replication secondary is waiting for buffer to be dequeued from the receive queue.

drbt_sndq
Thread on Data Replication primary is waiting for buffer to be dequeued from the send queue.

drcb_bqe
Thread waiting for buffer to show up on empty Data Replication buffer queue.

drcb_bqf
Thread waiting for buffer to show up on full Data Replication buffer queue.

free_cond
Producer thread is waiting for a free packet buffer.

gfile
A thread is waiting for an I/O operation (open, close, read, write) to finish.

incore
Sort thread(s) are waiting to determine if sort will be performed in memory.

loa_done
Waiting for an onload job to be completed

loa_request
Waiting for an onload request to be completed

log
Thread is waiting while operation is being performed against Logical Log buffers (e.g., switching to another buffer).

logbf%d
Thread is waiting for a Logical Log buffer (of three) to become available.

netexp


netnorm
A thread is waiting for a request to be placed in the network queue.

notify_MC%d
Provides coordination for synchronously opening, closing and freeing exchange threads.

nsf.cleanup


ok_to_close
Producer thread is waiting for a signal that it is OK to close.

ok_to_open
Producer thread is waiting for a signal that it is OK to open.

opened_up
Master consumer thread is waiting for a signal that it is OK to open.

opresv
Thread is waiting on optical subsystem to reserve an optical drive for a specified volume.

packet_cond
Exchange thread is waiting for additional data packets to arrive.

pddr_cbwait
Waiting for deallocation of Parallel Distributed Data Replication (PDDR) control block.

plogothr
Thread waiting on other physical log buffer (of two) to become available.

plogpl
Thread waiting on current physical log buffer (of two) to become available.

pt_%x


QbuffE
Thread waiting for buffer to show up on empty Streams buffer queue.

QbuffF
Thread waiting for buffer to show up on full Streams buffer queue.

sm_poll_cond


sm_read
A thread is waiting for a request to be placed in the shared memory queue.

sortproc:%d


unl_done
Waiting for an onunload job to be completed.

unl_request
Waiting for an onunload request to be completed.

workrdy
Waiting for pload worker threads to become ready.

To discover the session associated with the thread ID that is waiting on the condition, execute the following SQL statement against the sysmaster database, replacing the question mark (?) with the thread ID obtained from the onstat –g con output.

SELECT sid FROM rstcb WHERE tid = ?

This will return the session ID for the thread waiting on the condition.  It is now possible to analyze the thread at the process level by using the process ID (pid) for the session.

onstat -g ddr
Distributed data replication

SYNOPSIS

The onstat -g ddr command displays the current status for data replication within the system.

NOTES

TUNING & MONITORING

onstat -g dic
Data dictionary cache

SYNOPSIS

Dictionary Cache:  Number of lists: 31, Maximum list size: 10

list#  size  refcnt  dirty?  heapptr        table name

--------------------------------------------------------

   2     1      0      no     a3ac018   stores7@adsa_shm:informix.sysobjstate

   4     3      6      no     a392c18   stores7@adsa_shm:root.orders

                0      no     a398418   stores7@adsa_shm:informix.syscolumns

                0      no     a18cef0   sysmaster@adsa_shm:informix.sysdbspartn

   5     1      0      no     a3a7c18   stores7@adsa_shm:informix.sysprocplan

   6     1      0      no     a3a5818   stores7@adsa_shm:root.someorders

   8     2      0      no     a3a7818   stores7@adsa_shm:informix.sysprocbody

                0      no     a39cc18   stores7@adsa_shm:informix.syssyntable

   9     2      0      no     a3a7018   stores7@adsa_shm:informix.sysprocedures

                0      no     a39d418   stores7@adsa_shm:informix.sysconstraints

  10     4      0      no     a3ad818   stores7@adsa_shm:informix.sysroleauth

                0      no     a3aac18   stores7@adsa_shm:informix.systrigbody

                0      no     a3a9018   stores7@adsa_shm:informix.sysopclstr

                0      no     a399618   stores7@adsa_shm:informix.sysviews

[Truncated]

Total number of dictionary entries: 37

The onstat -g dic command displays the tables whose data dictionary information is currently stored within the dictionary cache in memory.

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

list#
The data dictionary hash chain ID
Dec


size
The number of entries in this hash
Dec


refcnt
The number of SQL statements currently referencing one of the entries in this cache.
Dec


dirty?
Whether this entry has been modified relative to its entry on disk.
Str


heapptr
The in-memory address for the heap used to store this entry.
Hex


table name
The name of the table in the cache.
Str


NOTES

onstat -g dis
Server Discovery

SYNOPSIS

There are 10 servers found

Server        : sunray73_shm

Server Number : 110

Server Type   : IDS

Server Status : Down

Server Version: Informix Dynamic Server Version 7.30.UC3  

Shared Memory : 0xa000000

INFORMIXDIR   : /usr/informix73

ONCONFIG      : /usr/informix73/etc/onconfig.test

SQLHOSTS      : /usr/informix73/etc/sqlhosts

Host          : spot

Server        : sunray73_doug_shm

Server Number : 210

Server Type   : IDS

Server Status : Down

Server Version: Informix Dynamic Server Version 7.30.UC3  

Shared Memory : 0xa000000

INFORMIXDIR   : /usr/informix73

ONCONFIG      : /usr/informix73/etc/onconfig.doug

SQLHOSTS      : /usr/informix73/etc/sqlhosts

Host          : spot

: 

[Truncated]

The onstat –g dis command performs a local system search for existing Informix instances.  The current status of each server is displayed.

NOTES

· If two servers with the same name but different INFORMIXDIRs are found, only one of the servers will be returned.

· The Informix server discovery feature relies on information obtained from the /INFORMIXTMP/.infxdirs file.

onstat -g dll
DataBlade (IUS only)

SYNOPSIS

The onstat –g dll command displays a list of the DataBlade modules currently registered in the Universal Server. 

Datablades:

 addr      slot  vp  baseaddr  filename

 49d88178  2     1   5ffd4bdc  /informix/extend/Video.1.10.UC2/Video.bld

 49ef2178        2   0       

 49ef6178        3   5ffd4bdc

 49efa178        4   5ffd4bdc

 49efe178        5   5ffd4bdc

 49f02178        6   5ffd4bdc

 49f06178        7   5ffd4bdc

 49f0a178        8   5ffd4bdc

 49f28178        9   0       

 49f42178        10  0       

 49f5c178        11  0       

 49f8e178        12  0       

 49fa8178        13  0       

 49fc2178        14  0       

 49ff6178        16  0       

 4a010178        17  0       

 49fdc178        15  0       

 4a05e178        20  0       

 4a0ac178        23  0       

 4a078178        21  0       

 4a092178        22  0       

 4a02a178        18  0       

 4a044178        19  0       

 49d88180  3     1   4005b2c   /informix/extend/web.3.32.UC3/web.bld

 49ef2180        2   0       

 49ef6180        3   4005b2c 

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

addr
Address for this dynamic library entry
Hex


slot
The slot number entry within the library table
Dec


vp
The virtual processor ID.
Dec
onstat –g glo

baseaddr
VP local base address in library
Hex


filename
The name of the library file.
Str


onstat -g dmp
Dump shared memory address

SYNOPSIS

The onstat -g dmp command dumps shared memory starting at the specified address and for the desired number of bytes.

address              bytes in mem

0a206000: 00200003 00135e80 00000004 001807e4   . ....^. ........

0a206010: 00000000 00000000 00ffffff 00000000   ........ ........

0a206020: 00000000 00000000 0003ffff 00000000   ........ ........

0a206030: 00000000 00000000 00000000 00000000   ........ ........

0a206040  *

0a2067f0: 00000000 00000000 00000000 00135e80   ........ ......^.

NOTES

· The onstat –g dmp command requires the hexadecimal address listed first in 0x00000000 format followed by the number of bytes.

· The number of bytes requested should be the system page size.

onstat -g dri
Data Replication Information

SYNOPSIS

The onstat –g dri command the current status and settings for data replication services.

Data Replication: 

  Type         State        Paired server        Last DR CKPT (id/pg)     

  standard     off                                       -1 / -1 

  DRINTERVAL   30 

  DRTIMEOUT    30 

  DRAUTO       0 

  DRLOSTFOUND  /usr/informix/etc/dr.lostfound 

COLUMN DEFINITIONS

Replication Status

Column Heading
Column Description
Format
See Also

Type
The replication type this server represents.  Values can be one of the following:

Standard

Primary

Secondary
Str


State
Indicates if data replication is on or off
Str


Paired Server
Servername for the paired server in this replication pair
Str


Last DR CKPT (id/pg)
The logical log ID and page where the last data replication checkpoint record was written.
Dec


<Parameters>
The current settings for the data replication variables.
Str


onstat -g dsc
Distribution cache

SYNOPSIS

The onstat -g dsc command displays the distribution cache for statistics generated against tables in the system through the UPDATE STATISTICS command. 

Distribution Cache:

    Number of lists             : 31

    DS_POOLSIZE                 : 50

    Number of entries           : 9

    Number of entries in use    : 0

Distribution Cache Entries:

list#  id  ref_cnt   dropped?   heap_ptr      distribution name

-----------------------------------------------------------------

20      0       0       0       a3cf418       stores7@adsa_shm:informix.sysdistrib.colno

19      0       0       0       a3cec18       stores7@adsa_shm:informix.sysdistrib.tabid

30      0       0       0       a3ce818       stores7@adsa_shm:informix.syscolauth.grantee

1       0       0       0       a3ce418       stores7@adsa_shm:informix.syscolauth.colno

0       0       0       0       a3ce018       stores7@adsa_shm:informix.syscolauth.tabid

7       0       0       0       a3cbc18       stores7@adsa_shm:informix.systabauth.grantee

8       0       0       0       a3cac18       stores7@adsa_shm:informix.systabauth.tabid

22      0       0       0       a3a1c18       stores7@adsa_shm:informix.systables.tabid

9       0       0       0       a3a1818       stores7@adsa_shm:informix.sysusers.username

Total number of distribution entries: 9.

COLUMN DEFINITIONS

Distribution Cache

Column Heading
Column Description
Format
See Also

Number of lists
The number of lists in the distribution cache.
Dec


DS_POOLSIZE
The maximum number of entries that can be cached at one time.
Dec


Number of entries
The number of entries currently in the distribution cache.
Dec


Number of entries in use
The number of entries currently in use.
Dec


Distribution Cache Entries

Column Heading
Column Description
Float
See Also

list#
The distribution cache hash chain ID
Dec


size
The number of entries in this hash
Dec


refcnt
The number of SQL statements currently referencing one of the entries in this cache.
Dec


dropped?
Whether this entry has been deleted since being loaded to the cache.
Str


heapptr
The in-memory address for the heap used to store this entry.
Hex


distribution name
The (column) name of the distribution in the cache.
Str


NOTES

· If a large number of distributions are going to be maintained by the system, setting the DS_POOLSIZE environment variable might help performance.

onstat -g ffr
Free Pool Fragments

SYNOPSIS

The onstat -g ffr command displays the free pool fragments.  It requires either a pool name or session ID.

Free list for pool name 26:

addr     size

a7f7378  3208

a7f6f28  168

a7f6000  1024

a7f5af8  1024

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

addr
In-memory address of the pool fragment
Hex


size
Size in bytes of the fragment
Bytes


NOTES

· Free memory pool fragments and virtual segments can be collected and returned to the system by using the onmode -F command.

onstat -g glo
MT Global Information

SYNOPSIS

The onstat -g glo command provides information on the status of the virtual processors in the system.

MT global info:

sessions threads  vps      lngspins

8        26       9        0

          sched calls     thread switches yield 0   yield n   yield forever

total:    102228          23667           87064     1455      2330

per sec:  8               4               4         3         0

Virtual processor summary:

class    vps      usercpu          syscpu           total

 cpu       1        13.18           19.38           32.56

 aio       1         0.15            2.51            2.66

 pio       1         0.02            0.06            0.08

 lio       2         0.12            0.24            0.36

 tli       2         0.02            0.05            0.07

 str       0         0.00            0.00            0.00

 shm       0         0.00            0.00            0.00

 adm       1         0.00            0.01            0.01

 opt       0         0.00            0.00            0.00

 msc       1         0.08            0.03            0.11

 adt       0         0.00            0.00            0.00

 total     9        13.57           22.28           35.85

Individual virtual processors:

   vp        pid         class    usercpu          syscpu           total

    1       22468         cpu       13.18           19.38           32.56

    2       22469         adm        0.00            0.01            0.01

    3       22470         lio        0.09            0.23            0.32

    4       22471         pio        0.02            0.06            0.08

    5       22472         aio        0.15            2.51            2.66

    6       22473         msc        0.08            0.03            0.11

    7       22474         tli        0.01            0.04            0.05

    8       22475         tli        0.01            0.01            0.02

    9       22485         lio        0.03            0.01            0.04

                          tot       13.57           22.28           35.85

COLUMN DEFINITIONS

MT Global Info

Column Heading
Column Description
Format
See Also

sessions
The total number of active sessions.
Dec
onstat -g ses

threads
The total number of active threads.
Dec
onstat -g ath

vps
The total number of active virtual processors.
Dec
onstat -g sch

lngspins
The number of times a thread had to spin more than 10,000 times to acquire a latch on a resource.
Dec
onstat -g spi

MT Yield Information

Column Heading
Column Description
Format
See Also

sched calls
The total/per second calls made by the VPs
Dec


thread switches
The total/per second number of thread switches performed
Dec


yield 0
The total/per second number of yield 0 calls peformed
Dec


yield n
The total/per second number of yield n calls peformed
Dec


yield forever
The total/per second number of yield forever calls peformed
Dec


Virtual Processor Summary

Column Heading
Column Description
Format
See Also

class
The type of virtual processor
Str


vps
The number of instances of this class of vp.
Dec


usercpu
The total user time this class of vp has spent running on the cpu in seconds.
Flt


syscpu
The total system time this class of vp has spent running on the cpu in seconds.
Flt


total
The total number of virtual processors, user time and system time.
Flt


Individual Virtual Processors

Column Heading
Column Description
Format
See Also

vp
The virtual processor number sequentially assigned.
Dec


pid
The process ID of the oninit process for this virtual processor,
Dec


class
The class of virtual processor.
Str


usercpu
The total user time this vp has spent running on the cpu in seconds.
Flt


syscpu
The total system time this vp has spent running on the cpu in seconds.
Flt


total
The total number of virtual processors, user time and system time.
Flt


NOTES

· A thread performs a yield 0 when it wishes to be told when a request has been completed.

· A thread performs a yield n when it wishes to wait for a specified period before being moved from the sleep queue to the ready queue.  The Btree cleaner thread is an example of a thread that yields for a specific number of seconds.

TUNING & MONITORING

onstat -g ioa
All I/O Information

SYNOPSIS

The onstat –g ioa command generates the equivalent of an onstat –g iog, ioc, iof, ioq, iov, and iob.

NOTES

· The onstat –g ioa command is helpful in analyzing IO statistics without having to extract the information from an onstat –a output.

onstat -g iob
Big Buffer Usage by IO VP Class

SYNOPSIS

The onstat -g iob command displays the status of big buffer usage in the system by I/O virtual processor class.

AIO big buffer usage summary:

class                 reads                                   writes

       pages    ops  pgs/op  holes  hl-ops hls/op      pages    ops  pgs/op

 kio      0       0   0.00      0       0   0.00           0      0   0.00

 adt      0       0   0.00      0       0   0.00           0      0   0.00

 opt      0       0   0.00      0       0   0.00           0      0   0.00

 msc      0       0   0.00      0       0   0.00           0      0   0.00

 aio    500     448   1.12      1       1   1.00        7521    932   8.07

 pio      0       0   0.00      0       0   0.00          21     14   1.50

 lio      0       0   0.00      0       0   0.00         241    142   1.70

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

class
The class of I/O virtual processor.
Str
onstat –g glo

reads:
pages
The total number of pages read by this class of I/O vp.
Dec
onstat –g ioq


ops
The number of read operations that have occurred (I/O).
Dec



pgs/op
The average number of pages read per I/O.
Flt



holes
The number of non-contiguous blocks read in during an I/O operation.
Dec



hl-ops
The number of operations where a hole was found.
Dec



hls/op
The average number of holes per operation where a hole was found.
Flt


writes:
pages
The total number of pages written by this class of I/O vp.
Dec



ops
The number of write operations that have occurred (I/O).
Dec



pgs/op
The average number of pages per I/O write operation.
Flt


NOTES

· Holes can only occur within read operations.  They are caused from the system attempting to perform an aggregate read (i.e., more than one page at a time) to optimize performance, but there are pages within the read that aren’t needed.

onstat -g iof
Disk IO Statistics by Chunk/File

SYNOPSIS

The onstat -g iof command displays the statistics for disk I/O by chunk/file.

AIO global files:

gfd pathname         totalops  dskread dskwrite  io/s

  3 rootdbs             12670      782    11888   0.0

  4 blobspace1             57       57        0   0.0

  5 jlblobs                22       22        0   0.0

  6 troy                 1096      476      620   0.0

  7 rootdbs2             1582      870      712   0.0

  8 sbspace1               15       15        0   0.0

  9 dbspace1              158      158        0   0.0

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

gfd
The global file descriptor number for this chunk.
Dec


pathname
The pathname to the chunk.
Str


totalops
The total number of read & write operations that have occurred against the chunk.
Dec
onstat -D

dskread
The number of disk reads that have occurred against the chunk.
Dec


dskwrite
The number of disk writes that have occurred against the chunk.
Dec


io/s
The number of I/Os per second.
Flt


NOTES

· The global file descriptor (gfd) values begin at 3.  0, 1, and 2 are used internally by Informix Dynamic Server for stdin, stdout and stderr, respectively.

TUNING & MONITORING

Examination of the values in each of the operations columns (totalops, dskread, dskwrite) can identify heavy I/Os against a particular device or chunk.  This information can be used to determine where hotspots exist across the system.

onstat -g iog
AIO Global Information

SYNOPSIS

The onstat -g iog command displays information on the total number of aio classes, open files, and maximum number of global files currently in the system.

AIO global info:

   7 aio classes

  13 open files

 512 max global files

COLUMN DEFINITIONS

Label
Description
See Also

aio classes
The total number of AIO type classes in the system.
onstat -g ioq

open files
The total number of open files.
onstat -g iof,

onstat -g ioq

max global files
The maximum number of global file descriptors that can be opened at one time.


NOTES

· The number of open files includes chunks as well as other administrative files.

· The maximum number of global file descriptors will grow dynamically as needed in increments of 512 bytes.

onstat -g ioq
Disk IO Statistics by Queue

SYNOPSIS

The onstat -g ioq command provides statistics on the disk I/O by queue.

AIO I/O queues:

q name/id    len maxlen totalops  dskread dskwrite  dskcopy

  adt   0      0      0        0        0        0        0

  opt   0      0      0        0        0        0        0

  msc   0      0      1       43        0        0        0

  aio   0      0      1       32       28        2        0

  pio   0      0      1       14        0       14        0

  lio   0      0      2      143        0      142        0

  gfd   3      0      8      121       65       56        0

  gfd   4      0      1       92       36       56        0

  gfd   5      0      1      129        3      126        0

  gfd   6      0      1      106        3      103        0

  gfd   7      0      4       17        5       12        0

  gfd   8      0      4       12        3        9        0

  gfd   9      0     13      973      337      636        0

  gfd  10      0      1        1        1        0        0

  gfd  11      0      1        2        2        0        0

  gfd  12      0      1        1        1        0        0

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

q name
The AIO queue name.
Str


q id
The global file descriptor associated with this queue (files only).
Dec


len
The current number of active requests in this queue.
Dec


maxlen
The maximum number of requests this queue has held.
Dec


totalops
The total number of operations performed for this queue.
Dec


dskread
The total number of read operations performed for this queue.
Dec


dskwrite
The total number of write operations performed for this queue.
Dec


dskcopy
The total number of copy operations performed for mirroring against this queue.
Dec


NOTES

· One gfd queue name exists for each chunk in the system.

TUNING & MONITORING

The information from the onstat -g ioq command can assist in identifying bottlenecks with the processing of I/O through the queues.  If the maxlen column for the AIO queue tends to exceed 25, additional AIO VPs should be started.

The onstat -g ioq output for the global file descriptors (gfd) or chunks may also identify a potential I/O problem with specific disks in the system if certain gfd queues begin to back up.  It may also point out a chunk that contains a table that needs better partitioning (fragmentation).

onstat -g iov
Disk IO Statistics by VP

SYNOPSIS

The onstat -g iov command displays the statistics for disk I/O by virtual processor.

AIO I/O vps:

class/vp s  io/s totalops  dskread dskwrite  dskcopy  wakeups  io/wup

  msc  0 i   0.1       43        0        0        0       42   1.0

  aio  0 i   2.7     1412      476      934        0      250   5.6

  pio  0 i   0.0       14        0       14        0       32   0.4

  lio  0 i   0.3      134        0      133        0      146   0.9

  lio  1 i   0.0        9        0        9        0       12   0.8

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

class
The class of virtual processor.
Str


vp
The number of the VP within this particular class.  Numbering begins at zero.
Str


s
The current state of the AIO VP according to the following encoded flags:

f
Fork

i
Idle

s
Search

b
Busy

o
Open

c
Close
Str


io/s
The number of I/O operations per second.
Flt


totalops
The total number of operations performed for this class.
Dec


dskread
The total number of read operations performed for this class.
Dec


dskwrite
The total number of write operations performed for this class.
Dec


dskcopy
The total number of copy operations performed for mirroring against this class.
Dec


wakeups
The number of times the AIO VP has gone idle.
Dec


io/wup
The average number of operations that have occurred each time the AIO VP was working.
Flt


NOTES

· Although the column is called wakeups, it is actually incremented everytime the AIO VP goes idle.

TUNING & MONITORING

The greater the number of I/Os per wakeup, the busier the AIO VP is being kept.  This can be used as an indicator for increasing or decreasing the number of VPs for AIO.

onstat -g lap
Light appends

SYNOPSIS

The onstat -g lap command provides information on the status of light appends occurring in the system.

Light Append Info

session id  address   cur_ppage   la_npused   la_ndata    la_nrows    bufcnt

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

Session id
The session ID performing the light append operation
Dec
onstat –g ses

address
The address of the light append buffer
Hex


cur_ppage
Current physical page address
Hex


la_npused
The number of pages allocated
Dec


la_ndata
The number of data pages appended
Dec


la_nrows
The number of rows appended.
Dec


bufcnt
The number of light append buffers
Dec


NOTES

onstat -g lmx
Locked Mutexes

SYNOPSIS

The onstat -g lmx command displays currently locked mutexes.

Locked mutexes:

mid      addr     name               holder   lkcnt  waiter   waittime

3493     a253610  uselock0           74       0

3494     a253668  uselock1           75       0

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

mid
The internal mutex identifier
Dec


addr
Address of the locked mutex
Hex


name
Name of the mutex
Str


holder
The session ID of the thread holding the mutex.
Dec


lkcnt
The number of waiters for this same mutex
Dec


waiter
A list of the addresses waiting for this mutex.
Dec


waittime
The amount of time in seconds this thread has been waiting.
Dec


NOTES

onstat -g lsc
Light scans

SYNOPSIS

The onstat -g lsc command displays the status of any currently active light scans.

Light Scan Info

descriptor  address   next_lpage  next_ppage  ppage_left  bufcnt  look_aside

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

descriptor
Slot entry in the light scan table
Dec


address
Address of the light scan buffer
Hex


next_lpage
The next logical page address
Hex


next_ppage
The next physical page address
Hex


ppage_left
Pages left in current extent
Dec


bufcnt
The number of light scan buffers
Dec


look_aside
Whether look aside is needed for this light scan
Str


NOTES

· Look asides occur when a thread needs to examine the buffer pool for existing pages to obtain the latest image of a page.

TUNING & MONITORING

onstat -g mem
Memory Pool Statistics

SYNOPSIS

The onstat -g mem command displays statistics on the memory pools created during operation of the system.

Pool Summary:

name         class addr     totalsize freesize #allocfrag #freefrag

resident     R     a002010  532480    10112    2          2

res-buff     R     a084010  425984    14208    2          2

global       V     a0f6010  237568    105688   378        11

mt           V     a0fa010  1572864   282584   2037       24

statistics   V     a0fc010  327680    8880     4427       40

rsam         V     a148010  204800    5400     154        26

aio          V     a188010  401408    69768    114        31

dictpool     V     a18c010  106496    25824    79         9

procpool     V     a192010  24576     23536    4          2

XTF mem      V     a1b2010  376832    12880    4          2

1            V     a2b4010  8192      3104     10         1

shmcon       M     a8c6010  540672    12160    2          2

2            V     a2c2010  8192      3104     10         1

3            V     a2d0010  8192      3104     10         1

4            V     a2dc010  16384     8592     18         3

6            V     a2ec010  8192      3104     10         1

7            V     a2f8010  16384     7856     22         3

8            V     a33e010  8192      1248     9          1

btclean      V     a346010  8192      1912     12         2

51           V     a378010  40960     5272     136        8

52           V     a352010  40960     12144    140        9

53           V     a39a010  32768     568      128        1

54           V     a3b8010  32768     1968     123        2

55           V     a3bc010  40960     8160     126        3

56           V     a3c8010  32768     2496     128        1

57           V     a3ce010  32768     568      128        1

58           V     a3d2010  32768     1968     123        2

59           V     a3e4010  8192      1248     9          1

Blkpool Summary:

name         class addr     size      #blks

global       V     a0f7ac8  0         0

COLUMN DEFINITIONS

Pool Summary

Column Heading
Column Description
Format
See Also

name
The name of the pool.
Str


class
The shared memory segment type in which the pool has been created (R, V, or M).
Str
onstat -g seg

addr
The in-memory address of the pool.
Hex


totalsize
The total size of the pool in bytes.
Dec


freesize
The number of bytes of free memory within this pool.
Bytes


#allocfrag
The number of allocated fragments within this pool.
Dec


#freefrag
The number of free fragments within this pool.
Dec


Blkpool Summary

Column Heading
Column Description
Format
See Also

name

Str


class
The shared memory segment type in which the pool has been created (R, V, or M).
Str


addr
The in-memory address of the pool.
Hex


size
The size of the pool in bytes.
Dec


#blks
The number of 8K blocks that make up this pool.
Dec


NOTES

onstat -g mgm
Memory grant manager

SYNOPSIS

The onstat -g mgm command displays the current activity being controlled by the memory grant manager.

Memory Grant Manager (MGM)

--------------------------

MAX_PDQPRIORITY:  100

DS_MAX_QUERIES:    10

DS_MAX_SCANS:      1048576

DS_TOTAL_MEMORY:   2000 KB

Queries:   Active     Ready   Maximum

                2         0        10

Memory:     Total      Free   Quantum

(KB)         2000      2000       200

Scans:      Total      Free   Quantum

           1048576   1048574    104857

Load Control:    (Memory)      (Scans)  (Priority)  (Max Queries)   (Reinit)

                   Gate 1       Gate 2      Gate 3         Gate 4     Gate 5

(Queue Length)          0            0           0              0          0

Active Queries:

---------------

Session   Query  Priority  Thread   Memory  Scans      Gate

     71 a378be8     60    a3506d8    0/0       0/1       -

     74 a3d2be8     60    a303660    0/0       1/1       -

Ready Queries:  None

Free Resource        Average #        Minimum #

--------------    ---------------     ---------

Memory             250.0 +- 0.0           250

Scans             1048574.5 +- 0.0          1048574

Queries              Average #        Maximum #    Total #

--------------    ---------------     ---------    -------

Active               1.5 +- 0.7             2          2

Ready                0.0 +- 0.0             0          0

Resource/Lock Cycle Prevention count:  0

COLUMN DEFINITIONS

Parameters

Label
Description
See Also

MAX_PDQPRIORITY
The maximum percentage of system resources that can be used for parallel operations.


DS_MAX_QUERIES
The maximum number of queries that can be run simultaneously for parallel operations.


DS_MAX_SCANS
The maximum number of scan threads that can participate in parallel operations.


DS_TOTAL_MEMORY
The total amount of memory set aside for parallel operations.


QUERIES

Column Heading
Column Description
Format
See Also

Active
The current number of active queries.
Dec


Ready
The number of queries waiting to run.
Dec


Maximum
The maximum number of queries that can run simultaneously.
Dec


MEMORY

Column Heading
Column Description
Format
See Also

Total
The total amount of memory assigned for parallel operations.
Kbytes


Free
The amount of memory remaining for parallel operations.
Kbytes


Quantum
The smallest unit in which memory will be granted for a request.  The quantum is computed as DS_TOTAL_MEMORY / DS_MAX_QUERIES.
Dec


SCANS

Column Heading
Column Description
Format
See Also

Total
The total number of scan threads allocated for parallel operations.
Dec


Free
The number of free scan threads remaining for parallel operations.
Dec


Quantum
The smallest unit in which scan threads will be granted for a request.  The quantum is computed as DS_MAX_SCANS / DS_MAX_QUERIES.
Dec


LOAD CONTROL

Column Heading
Column Description
Format
See Also

Memory
The number of queries gated due to memory limitations
Dec


Scans
The number of queries gated due to scan thread limitations
Dec


Priority
The number of queries gated due to PDQPRIORITY limitations
Dec


Max queries
The number of queries gated due to maximum query limitations
Dec


Reinit
The number of queries gated due to MGM parameters waiting to be reinitialized
Dec


ACTIVE QUERIES

Column Heading
Column Description
Format
See Also

Session
The session ID
Dec
onstat –g ses

Query
The query identifier assigned to this query
Dec


Priority
The PDQPRIORITY for this query
Dec


Thread
The thread ID performing the query
Hex


Memory
The number of memory blocks granted/reserved.
Dec


Scans
The number of scan threads granted/reserved.
Dec


Gate
If waiting on a gate, the gate number for which the query is waiting.  For active queries, always a dash.
Dec


READY QUERIES

Column Heading
Column Description
Format
See Also

Session
The session ID
Dec
onstat –g ses

Query
The query identifier assigned to this query
Dec


Priority
The PDQPRIORITY for this query
Dec


Thread
The thread ID performing the query
Hex


Memory
The number of memory blocks granted/reserved.
Dec


Scans
The number of scan threads granted/reserved.
Dec


Gate
If waiting on a gate, the gate number for which the query is waiting.
Dec


FREE RESOURCE

Column Heading
Column Description
Format
See Also

Free Resource
The name of the resource being controlled by the memory grant manager
Str


Average #
The average number of free units of this resource
Flt


Minimum #
The minimum number of free units of this resource
Flt


QUERIES

Column Heading
Column Description
Format
See Also

Queries
The type of query being tracked
Str


Average #
The average number of queries occupying this queue
Flt


Maximum #
The maximum number of queries to ever occupy this queue
Dec


Total #
The current total number of queries occupying this queue
Dec


NOTES

TUNING & MONITORING

The MAX_PDQPRIORITY, DS_MAX_QUERIES, DS_MAX_SCANS and DS_TOTAL MEMORY parameters in the server configuration file tune the Memory Grant Manager.

onstat -g nbm
Block Map for Non-Resident Segments

SYNOPSIS

The onstat -g nbm command displays the block map for the non-resident (virtual) shared memory segments.  A separate block bitmap will be displayed for each segment in shared memory.

Block bitmap for virtual segment address  a0f4000:

 (bitmap address = a0f424c, bitmap size = 128)

0a0f424c:ffffffff ffffffff ffffffff ffffffff ffffffff ffffffff ffffffff fffffff

0a0f426c:ffffffff ffffffff ffffffff ffffffe0 00000000 00000000 00000000 0000000

0a0f428c:00000000 00000000 3ff7ffff ffffffff f0000000 00000000 00000000 0000000

0a0f42ac:00000000 00000000 00000000 00000000 00000000 00000000 00000000 0000000

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

bitmap
In-memory starting address of the used/free blocks in the segment
Hex


bitmap size
The number of bytes in the block bitmap
Dec


address/data
Starting address followed by 32 bytes of data
Hex/Hex


NOTES

onstat -g nsc
Net Shared Memory Status

SYNOPSIS

The onstat -g nsc command displays the status of shared memory network connections.  The command takes an optional client ID as a parameter.  If no session ID is provided, a one-line summary for each shared memory connection is listed.

  clientid  clientPID      state #serverbufs #clientbufs    #rdwrts

         0      20521  Connected           4           4         18

         1      20522  Connected           4           4         18

         2      20523  Connected           4           4         15

COLUMN DEFINITIONS

Summary (No Arguments) output

Column Heading
Column Description
Format
See Also

clientid
A server assigned value for lookups.
Dec


clientPID
The client process ID.
Dec


state
The current state of the connection.  It takes its from the following list:


Connected


Con1


Waiting


Reject


Badvers


Closed


Not connected


Unknown
Str


#serverbufs
The number of database server buffers currently allocated.
Dec


#clientbufs
The number of client buffers currently allocated.
Dec


#rdwrts
The total number of buffers in use.
Dec


Network Shared Memory Status for Client: 1

    clientid    clientPID        state  #serverbufs  #clientbufs      #rdwrts

           1        20522    Connected            4            4           18

     needbuf        segid        semid       semnum     be_semid    be_semnum

           0          702       524289            1       524289           50

  be_curread  be_curwrite   fe_curread  fe_curwrite

          -1            0            3            0

 be_nextread be_nextwrite  fe_nextread fe_nextwrite

           0            1            8            1

readyqueue

  -1   -1   -1   -1   -1   -1   -1   -1   -1   -1   -1 

     Server Buffers                             Client Buffers

  i: bufid     status   offset  fe_addr         bufid     status   offset  fe_addr

  0:    12      inuse     b518   80b518             8      inuse     a4c8   80a4c8

  1:    13      avail     b92c   80b92c             9      avail     a8dc   80a8dc

  2:    14      avail     bd40   80bd40            10      avail     acf0   80acf0

  3:    15      inuse     c154   80c154            11      avail     b104   80b104

  4:    -1       free        0        0            -1       free        0        0

  5:    -1       free        0        0            -1       free        0        0

  6:    -1       free        0        0            -1       free        0        0

  7:    -1       free        0        0            -1       free        0        0

  8:    -1       free        0        0            -1       free        0        0

  9:    -1       free        0        0            -1       free        0        0

COLUMN DEFINITIONS

Client ID Argument

Column Heading
Column Description
Format
See Also

clientid
A server assigned value for lookups.
Dec


clientPID
The client process ID.
Dec
onstat –g ses

state
The current connection state of the shared memory client
Str


#serverbufs
The number of database server buffers currently allocated.
Dec


#clientbufs
The number of client buffers currently allocated.
Dec


#rdwrts
The total number of buffers in use.
Dec


needbuf
A flag which indicates whether the server is waiting for a buffer to be freed (0 – false, 1 – true)
Dec


segid
The shared memory segment ID
Dec
onstat –g seg

semid
The userthread’s semaphore ID
Dec


semnum
The userthread semaphore number within the semaphore ID.
Dec


be_semid
The backend’s semaphore ID
Dec


be_semnum
The backend semaphore number within the semaphore ID.
Dec


be_curread
The ID of the backend buffer currently being read
Dec


be_curwrite
The ID of the backend buffer currently being written
Dec


fe_curread
The ID of the frontend buffer currently being read
Dec


fe_curwrite
The ID of the frontend buffer currently being written
Dec


be_nextread
The ID of the next backend buffer to be read
Dec


be_nextwrite
The ID of the next backend buffer to be written
Dec


fe_nextread
The ID of the next frontend buffer to be read
Dec


fe_nextwrite
The ID of the next frontend buffer to be written
Dec


readyqueue
A list of the server’s queue of shared memory buffer IDs
Dec


COLUMN DEFINITIONS

Server/Client Buffers

Column Heading
Column Description
Format
See Also

i
The internal key to the location of message buffers
Dec


bufid
The message buffer ID
Dec


status
The current status of the message buffer
Str


offset
The offset of the memory buffer into the shared memory segment
Hex


fe_addr
The frontend address of the message buffer
Hex


NOTES

· The clientid is a key that the server uses to look up information in the network shared memory status table.

onstat -g nsd
Net Shared Memory Data

SYNOPSIS

The onstat -g nsd command displays the memory map and buffer table for shared memory network communication data for each poll thread configured and the client sessions using them.

Network Shared Memory Data for Poll Thread: 0

Free Message Buffer Bitmap

(bitmap address = a2b3458, bitmap size 480)

0a2b3458:00000000 00000000 ffffffff ffffffff ffffffff ffffffff ffffffff fffffff

0a2b3478:ffffffff ffffffff ffffffff ffffffff ffffffff ffffffff ffffffff

Free Message Buffer Status Bitmap

(bitmap address = a8ce418, bitmap size 50)

0a8ce418:00ffffff ffffff

Message Buffer Table

bufid   clientid       addr

    0          0    a8ce420

    1          0    a8ce834

    2          0    a8cec48

    3          0    a8cf05c

    4          0    a8cf470

    5          0    a8cf884

    6          0    a8cfc98

    7          0    a8d00ac

    8          1    a8d04c0

    9          1    a8d08d4

   10          1    a8d0ce8

   11          1    a8d10fc

   [Truncated]

Message Buffer Status Table

clientid netscb addr       addr     offset

       0    a379cf8     a8c80e0       40e0

       1    a353cf8     a8c82dc       42dc

       2    a39bcf8     a8c84d8       44d8

       3    a3b9cf8     a8c86d4       46d4

       4    a3bdcf8     a8c88d0       48d0

       5    a3c9cf8     a8c8acc       4acc

       6    a3cfcf8     a8c8cc8       4cc8

       7    a3d3cf8     a8c8ec4       4ec4

COLUMN DEFINITIONS

Free Message Buffer Bitmap

Column Heading
Column Description
Format
See Also

bitmap address
In-memory starting address of the blocks for the free message buffer table
Hex


bitmap size
The number of bytes in the block bitmap
Dec


address/data
Starting address followed by 32 bytes of data
Hex/Hex


Free Message Buffer STATUS Bitmap

Column Heading
Column Description
Format
See Also

bitmap address
In-memory starting address of the blocks for the free message buffer status table
Hex


bitmap size
The number of bytes in the block bitmap
Dec


address/data
Starting address followed by 32 bytes of data
Hex/Hex


Message Buffer TABLE

Column Heading
Column Description
Format
See Also

bufid
The index value into the message buffer table
Dec


clientid
The shared memory client ID associated with this message buffer entry
Dec
onstat –g nsc

addr
The address of the message buffer being used
Hex


Message Buffer STATUS TABLE

Column Heading
Column Description
Format
See Also

clientid
The shared memory client ID
Dec
onstat –g nsc

netscb addr
The in-memory address of the net session control block for this client
Hex


addr

Hex


offset

Hex


NOTES

onstat -g nss
Net Shared Memory Status

SYNOPSIS

The onstat -g nss command displays the status of shared memory network connections.  The command takes an optional session ID as a parameter.  If no session ID is provided, a one-line summary for each shared memory connection is listed.

clientid  clientPID      state #serverbufs #clientbufs    #rdwrts

         5      22617  Connected           4           4         15

         7      22619  Connected           4           4         19

         6      22618  Connected           4           4         15

         4      22616  Connected           4           4         19

         3      22614  Connected           4           4         19

         2      22613  Connected           4           4         15

         1      22612  Connected           4           4         16

         0      22611  Connected           4           4         20

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

clientid
A server assigned value for lookups.
Dec


clientPID
The client process ID.
Dec


state
The current state of the connection.  It takes its from the following list:

Connected

Con1

Waiting

Reject

Badvers

Closed

Not connected

Unknown
Str


#serverbufs
The number of database server buffers currently allocated.
Dec


#clientbufs
The number of client buffers currently allocated.
Dec


#rdwrts
The total number of buffers in use.
Dec


NOTES

· The clientid is a key that the server uses to look up information in the network shared memory status table.

onstat -g nta
Net Dispatch Information

SYNOPSIS

The onstat –g nta command displays the consolidated output from the following onstat commands.

onstat –g ntu

Net User Thread Profile Information

onstat –g ntt

Net User Thread Access Times

onstat –g ntm

Net Message Information

onstat –g ntd

Net Dispatch Information

onstat -g ntd
Net Dispatch Information

SYNOPSIS

The onstat -g ntd command provides network statistics by service.  The output identifies what client connections are currently being accepted.

Client Type     Calls   Accepted   Rejected       Read      Write

sqlexec         yes           23         10        510        442

srvinfx         yes            0          0          0          0

onspace         yes            0          0          0          0

onlog           yes            0          0          0          0

onparam         yes           18          0         53         73

oncheck         yes            0          0          0          0

onload          yes            0          0          0          0

onunload        yes            0          0          0          0

onmonitor       yes            0          0          0          0

dr_accept       yes            0          0          0          0

ontape          yes            1          0         10         11

srvstat         yes            1          0          1          2

asfecho         yes            0          0          0          0

listener        yes            0          0         48          5

crsamexec       yes            0          0          0          0

safe            yes            0          0          0          0

Totals                        43         10        622        533

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

Client Type
The type of front-end applications/utilities that OnLine permits to connect to the engine.  Application connections are represented by ‘sqlexec’.
Str
onstat –g ath

Calls
Whether a particular connection type is currently authorized to connect.  In quiescent mode, sqlexec and several other types will be listed as ‘no’.
Str


Accepted
The number of connections made by this type of client that were accepted.
Dec


Rejected
The number of connections made by this type of client that were rejected..
Dec


Read
The number of read requests made.
Dec


Write
The number of write requests made.
Dec


NOTES

onstat -g ntm
Net Message Information

SYNOPSIS

The onstat -g ntm command displays information for the different poll thread and listener threads configured.

global network information:

  #netscb connects     read    write    q-free  q-limits  q-exceed

  14/  14       43      622      533    0/   0   10/  10    0/   0

Network mailbox information:

 box   netscb thread name     max  received   in box   max in  box full  signal

   5  a2c20e8 tlitcppoll       10         3        0        2         0     yes

   6  a2d00e8 tlitcppoll       10         0        0        0         0     yes

   7  a2f80e8 tlitcplst        10         0        0        0         0      no

COLUMN DEFINITIONS

Global Network Information

Column Heading
Column Description
Format
See Also

#netscb
The current and maximum number of network session control blocks allocated since initialization (or onstat onstat –z).
Dec


connects
The total number of connection requests since initialization.
Dec


read
The number of network reads performed by all threads.
Dec


write
The number of network writes performed by all threads.
Dec


q-free
The current/maximum number of free network buffers since initialization
Dec


q-limits
The threshold limit for buffers on the free/normal network buffer queues
Dec


q-exceed
The number of times the limit for buffers on the free/normal network buffer queues has been exceeded
Dec


Network mailbox Information

Column Heading
Column Description
Format
See Also

box
The mailbox number assigned to this network thread.
Dec
onstat –g ntu

netscb
The in-memory address of the network session control block for this mailbox.
Hex


thread name
The name of the network thread.
Str


max
Maximum number of envelopes (mail messages) allowed in the mailbox for this thread
Dec


received
Total number of envelopes received.
Dec


in box
Current number of envelopes in mailbox.
Dec


max in 
Highest number of envelopes in box at one time.
Dec


box full
The number of times the mail_send routine found the mailbox full.
Dec


signal
If this mailbox will send a signal to a Unix process when it has mail, then ‘yes’, otherwise, ‘no’
Str


NOTES

· The box number corresponds to the poll column of the onstat -g ntu command.

onstat -g ntt
Net User Thread Access Times

SYNOPSIS

Tne onstat -g ntt command displays the global network information plus user thread access times.  The output is sorted in reverse order by session ID.

global network information:

  #netscb connects     read    write    q-free  q-limits  q-exceed

  14/  14       43      622      533    0/   0   10/  10    0/   0

Individual thread network information (times):

  netscb thread name    sid     open     read    write address

 a3d3cf8 sqlexec         58 14:27:20 14:27:20 14:27:20

 a3cfcf8 sqlexec         57 14:27:20 14:27:20 14:27:20

 a3c9cf8 sqlexec         56 14:27:20 14:27:20 14:27:20

 a3bdcf8 sqlexec         55 14:27:20 14:27:20 14:27:20

 a3b9cf8 sqlexec         54 14:27:19 14:27:19 14:27:19

 a39bcf8 sqlexec         53 14:27:19 14:27:19 14:27:19

 a353cf8 sqlexec         52 14:27:19 14:27:19 14:27:19

 a379cf8 sqlexec         51 14:27:19 14:27:19 14:27:19

 a2f80e8 tlitcplst        7 14:18:42                   atlphilpot:1540:tlitcp

 a2ec0e8 sm_discon        6 14:18:41

 a2dc0e8 sm_listen        4 14:18:41

 a2d00e8 tlitcppoll       3 14:18:41

 a2c20e8 tlitcppoll       2 14:18:42

 a2b40e8 sm_poll          1 14:18:41

COLUMN DEFINITIONS

Global Network Information

Column Heading
Column Description
Format
See Also

#netscb
The current and maximum number of network session control blocks allocated since initialization (or onstat onstat –z).
Dec


connects
The total number of connection requests since initialization.
Dec


read
The number of network reads performed by all threads.
Dec


write
The number of network writes performed by all threads.
Dec


q-free
The current/maximum number of free network buffers since initialization
Dec


q-limits
The threshold limit for buffers on the free/normal network buffer queues
Dec


q-exceed
The number of times the limit for buffers on the free/normal network buffer queues has been exceeded
Dec


Individual Thread Network Information

Column Heading
Column Description
Format
See Also

netscb
The in-memory address of the network session control block.
Hex


thread name
The name of the thread that is currently using this type of connection.
Str


sid
The session ID associated with this connection.



open
The time this connection was opened.



read
The last time a read operation occurred.



write
The last time a write operation occurred.



address
For network listener threads, the host, socket number and protocol being used.



NOTES

· The onstat –g ntu command is helpful in identifying at what time particular connections were established to the system.

onstat -g ntu
Net User Thread Profile Information

SYNOPSIS

The onstat -g ntu command displays the global network information plus profile information for all user thread connections.  The output is sorted in reverse order by session ID (sid).

global network information:

  #netscb connects     read    write    q-free  q-limits  q-exceed

  14/  14       43      622      533    0/   0   10/  10    0/   0

Individual thread network information (basic):

  netscb type   thread name    sid   fd poll    reads   writes q-nrm q-exp

 a3d3cf8 ipcshm sqlexec         58    0    0        9        8 -8/ 0  0/ 0

 a3cfcf8 ipcshm sqlexec         57    0    0        7        6 -6/ 0  0/ 0

 a3c9cf8 ipcshm sqlexec         56    0    0        7        6 -6/ 0  0/ 0

 a3bdcf8 ipcshm sqlexec         55    0    0        9        8 -8/ 0  0/ 0

 a3b9cf8 ipcshm sqlexec         54    0    0        9        8 -8/ 0  0/ 0

 a39bcf8 ipcshm sqlexec         53    0    0        7        6 -6/ 0  0/ 0

 a353cf8 ipcshm sqlexec         52    0    0        7        7 -6/ 0  0/ 0

 a379cf8 ipcshm sqlexec         51    0    0        9        9 -1/ 0  0/ 0

 a2f80e8 tlitcp tlitcplst        7    1    5        0        0  0/ 0  0/ 0

 a2ec0e8 ipcshm sm_discon        6    0    0        0        0  0/ 0  0/ 0

 a2dc0e8 ipcshm sm_listen        4    0    0       43        0  0/ 0  0/ 0

 a2d00e8 tlitcp tlitcppoll       3    0    6        0        0  0/ 0  0/ 0

 a2c20e8 tlitcp tlitcppoll       2    0    5        0        0  0/ 0  0/ 0

 a2b40e8 ipcshm sm_poll          1    0    0      329        0  0/ 0  0/ 0

COLUMN DEFINITIONS

Global Network Information

Column Heading
Column Description
Format
See Also

#netscb
The current and maximum number of network session control blocks allocated since initialization (or onstat onstat –z).
Dec


connects
The total number of connection requests since initialization.
Dec


read
The number of network reads performed by all threads.
Dec


write
The number of network writes performed by all threads.
Dec


q-free
The current/maximum number of free network buffers since initialization
Dec


q-limits
The threshold limit for buffers on the free/normal network buffer queues
Dec


q-exceed
The number of times the limit for buffers on the free/normal network buffer queues has been exceeded
Dec


Individual Thread Network Information

Column Heading
Column Description
Format
See Also

netscb
The in-memory address of the net session control block.
Hex


type
The type of communication connection (network or shared memory).
Str


thread name
The name of the thread that is currently using this type of connection.
Str


sid
The session ID associated with this connection.
Dec
onstat –g ses

fd
The file descriptor the server created when the connection was accepted.
Dec


poll
The mailbox number for the poll thread that the server uses when polling for input data from this thread.
Dec


reads
The number of times the poll thread read data from this connection.
Dec


writes
The number of times the poll thread wrote data to this connection.
Dec


q-nrm
The current/maximum number of normal data buffers used by this thread.
Dec


q-exp
The current/maximum number of expedited data buffers used by this thread.
Dec


NOTES

onstat -g opn
Open Partitions

SYNOPSIS

tid  rstcb      isfd  op_mode    op_flags   partnum    ucount ocount lockmode 

68   0x0a2d1858 0     0x00000400 0x00000397 0x00100056 2      2      0        

68   0x0a2d1858 1     0x00000002 0x00000117 0x00100056 2      2      0        

70   0x0a2d1e18 0     0x00000400 0x00000397 0x00100056 2      2      0        

70   0x0a2d1e18 1     0x00000002 0x00000003 0x00100056 2      2      0        

70   0x0a2d1e18 2     0x00000402 0x00000013 0x00100092 1      1      7 

The onstat -g opn command displays a list of the partitions (tables/indexes), by thread ID, that are currently open in the system.  An optional argument, thread ID, may be given to restrict the list to just the specified ID.

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread ID currently accessing the partition resource (table/index).
Dec
onstat –g ath

rstcb
The in-memory address of the rsam thread control block for this thread.
Hex


isfd
ISAM file descriptor associated with the open partition.
Dec


op_mode
Describes the current status of the partition lock mode using a combination of the following hexadecimal values:

0x00000
Open for input only

0x00001
Open for output only

0x00002
Open for input and output

0x00004
Open for transaction proc

0x00008
No logical logging

0x00010
Open if not already opened for alter

0x00020
Open all fragments data and index

0x00040
Don’t allocate op_blob struct

0x00080
Open for alter

0x00100
Open all data fragments

0x00200
Automatic record lock

0x00400
Manual record lock

0x00800
Exclusive ISAM file lock

0x01000
Ignore dataskip – data can’t be ignored

0x02000
Dropping partition – delay file open

0x04000
Don’t drop blobspace blobs when table dropped

0x08000
Open table at datahi

0x10000
Open table for DDL operations

0x20000
(Only B1)

0x40000
Don’t affail if partnum doesn’t exist

0x80000
Include fragments of subtables

0x10000
Table created under supertable

0x20000
Allow sbspace to call rspnbuild

0x40000
Blob in use by CDR
Hex


op_flags
Describes the current status of the partition using a combination of the following hexadecimal values:

0x0001
Open struct in use

0x0002
Current position exists

0x0004
Current record has been read

0x0008
Duplicate created or read

0x0010
Set when rsstart is called with mode != ISLAST

0x0020
Shared blob info

0x0040
Partition opened for rollback

0x0080
Stop key has been set

0x0100
No index related read aheads

0x0200
isstart called for current stop key

0x0400
openp pseudo-closed

0x0800
real partition opened for SMI

0x1000
Read ahead of parent node is done

0x2000
UDR keys loaded – free in opfree

0x4000
Open is for a pseudo table
Hex


partnum
Partition number for the open resource (table/index).
Hex


ucount
The number of user threads currently accessing this partition.
Dec


ocount
The number of times this partition was opened.
Dec


lockmode
Describes the type of lock being held using one or more of the following coded values:

0
No locks

1
Byte lock

2
Intent shared

3
Shared

4
Shared lock by RR

5
Update

6
Update lock by RR

7
Intent exclusive

8
Shared, intent exclusive

9
Exclusive

10
Exclusive lock by RR

11
Inserter’s RR test
Dec


NOTES

onstat -g pgp
Generic Page Partition Profiles

SYNOPSIS

The onstat –g pgp command displays a list of generic page partition profiles.

Generic Page Partition profiles

partnum  read     write    rewrite  delete   alloc    free     cursor opens

23       0        0        0        0        0        0        0       

26       0        0        0        0        0        0        0       

40       0        0        0        0        0        0        0       

1026     0        0        0        0        0        0        0       

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

partnum
The partition number in which generic page activity is occurring.
Dec
onstat –g ppf

read
Number of reads that have occurred against this partition
Dec


write
Number of writes that have occurred against this partition
Dec


rewrite
Number of updates that have occurred against this partition
Dec


delete
Number of deletes that have occurred against this partition
Dec


alloc
Number of generic page allocations that have occurred.
Dec


free
Number of generic pages that have been freed and returned to the partition.
Dec


cursor opens
Number of cursors opened against the generic pages.
Dec


NOTES

· The Generic Page Manager provides an API to the Informix server for managing non-standard rsam pages in the server buffer pool.

onstat -g pos
Print infos.DBSERVERNAME File

SYNOPSIS

The onstat -g pos command outputs the current values for the infos.DBSERVERNAME file located in the $INFORMIXDIR/etc directory.

  1   7   0 infos ver/size 2 264

  2   1   0 snum   173 53034801 0a000000 aol_tcp1

  3   4   0 onconfig path /usr/informix/informix920/etc/onconfig.920

  4   5   0 host spot

  5   6   0 oninit ver Informix Dynamic Server Version 9.20.UC1B7

  6   8   0 del

onstat -g ppf
Partition profile

SYNOPSIS

The onstat -g ppf command displays the profile for all active partitions (tables/indexes).  The output is sorted by partition number.

Partition profiles

partnum  lkrqs lkwts dlks  touts isrd  iswrt isrwt isdel bfrd  bfwrt seqsc

23       0     0     0     0     1     0     0     0     0     0     0

6291460  1745  0     0     0     133   67    65    2     1395  301   0

6291468  1265  0     0     0     50    27    0     2     752   135   0

6291469  425   0     0     0     51    9     0     2     320   47    0

6291485  1477  0     0     0     398   47    0     4     937   167   0

6291488  567   10    0     0     153   23    0     3     578   108   9

6291491  727   0     0     0     8     67    0     2     638   303   1

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

partnum
The partnum in decimal format of the partition.
Dec
onstat -P

lkrqs
The number of lock requests.
Dec


lkwts
The number of lock waits.
Dec


dlks
The number of deadlocks.
Dec


touts
The number of deadlock timeouts.
Dec


isrd
The number of reads against this partition.
Dec


iswrt
The number of writes against this partition.
Dec


isrwt
The number of rewrites (updates) against this partition.
Dec


isdel
The number of deletes against this partition.
Dec


bfrd
The number of buffer reads for this partition.
Dec


bfwrt
The number of buffer writes for this partition.
Dec


seqsc
The number of sequential scans against this partition.
Dec


NOTES

· The onstat –g ppf command provides a summary line …

TUNING & MONITORING

The onstat –g ppf output is invaluable for identifying heavily hit partitions. 

CASE STUDY

A simple method for capturing the partition number and the number of sequential scans when they exceed (in this case) 200, you can execute the following command:

onstat –g ppf | awk ‘{ if ($NR > 200) print $1, $NR}’ - | sort –n –r –k +2.0

onstat -g prc
Stored procedure cache

SYNOPSIS

The onstat -g prc command displays the stored procedures currently being maintained within the system cache.

Stored Procedure Cache:

    Number of lists             : 31

    PC_POOLSIZE                 : 50

    Number of entries           : 1

    Number of inuse entries     : 0

Stored Procedure Cache Entries:

list#  id  ref_cnt   dropped?   heap_ptr        procedure name

--------------------------------------------------------------

9       2       0       0       a3a1418         stores7@adsa_shm:root.read_address

Total number of procedure entries: 1.

COLUMN DEFINITIONS

Global Statistics

Column Heading
Column Description
Format
See Also

Number of lists
The number of hash chains built for this cache.
Dec


PC_POOLSIZE
The maximum number of entries that can be maintained within the system procedure cache at one time.
Dec


Number of entries
The number of entries currently in the cache.
Dec


Number of inuse entries
The number of entries currently being used by a thread.
Dec


Stored Procedure Cache Entries

Column Heading
Column Description
Format
See Also

list#
The stored procedure cache hash chain ID
Dec


id
The number of entries in this hash
Dec


ref_cnt
The number of SQL statements currently referencing one of the entries in this cache.
Dec


dropped?
Whether this entry has been dropped relative since being loaded to the cache
Str


heap_ptr
The in-memory address for the heap used to store this entry.
Hex


procedure_name
The name of the procedure.
Str


NOTES

onstat -g qst
Queue statistics

SYNOPSIS

Mutex Queue Statistics

name     nwaits   avg_time max_time avgq maxq nservs   avg_time

ddh chai 3        152322   184402   2    3    89       40

gfile    3        438      465      1    1    192      38

vpc lio  6        808      1704     1    2    484      41

vpc pio  4        475      771      1    1    99       97

dbs_part 1        12745    12745    1    1    1636     7

Condition Queue Statistics

name     nwaits   avg_time max_time avgq maxq nservs   avg_time

gfile    7        11741    56843    1    1    0        0

gfile    1        21152    21152    1    1    0        0

gfile    1        9008     9008     1    1    0        0

gfile    1        9391     9391     1    1    0        0

[Truncated]

name     tid  state            n        avg(us)  max(us)

lio vp 0 2    yield forever    145           3.4s    112.8s

lio vp 0 2    other mutex      4             717      1630

lio vp 0 2    ready            151           883     56504

lio vp 0 2    run              150         50648    201379

[Truncated]

The onstat -g qst command displays the queue statistics if QSTATS is set to 1 (one) in the configuration file.

COLUMN DEFINITIONS

Mutex/Condition Queue Statistics

Column Heading
Column Description
Format
See Also

name
The name of the mutex/condition resource.
Str
onstat –g amx

nwaits

Dec


avg_time
The average time spent waiting.
Mil


max_time
The maximum time spent waiting.
Mil


avgq
The average length of the queue.
Dec


maxq
The maximum length of the queue.
Dec


nservs

Dec


avg_time

Dec


Thread Statistics

Column Heading
Column Description
Format
See Also

name
The name of the thread
Str


tid
The thread ID
Dec


state
The current state of the thread
Str


n

Dec


avg(us)

Flt


max(us)

Flt


NOTES

· Although some thread statistics show vp after their names, such as lio vp, they are actually run internally as threads in the system.

onstat -g ras
RAS Settings

SYNOPSIS

The onstat –g ras command displays the current settings for the RAS (reliability, availability, and supportability) parameters.

Diagnostics           Current Settings

 AFCRASH               0x00000601

 AFFAIL                0x00000401

 AFWARN                0x00000401

 AFDEBUG               0

 AFLINES               0

 BLOCKTIMEOUT          3600

 Block Status          Unblocked

 DUMPCORE              0

 DUMPGCORE             0

 DUMPSHMEM             1

 DUMPCNT               1

 DUMPDIR               /tmp

 SYSALARMPROGRAM       /usr/informix/informix920/etc/evidence.sh

NOTES

TUNING & MONITORING

onstat -g rbm
Block Map for Resident Segment

SYNOPSIS

The onstat -g rbm command displays a block map for the resident segment of shared memory.

Block bitmap for resident segment address  a000000:

 (bitmap address = a00024c, bitmap size = 16)

0a00024c:ffffffff ffffffff ffffffff fffffc00

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

bitmap
In-memory starting address of the used/free blocks in the segment
Hex


bitmap size
The number of bytes in the block bitmap
Dec


address/data
Starting address followed by 32 bytes of data
Hex/Hex


NOTES

onstat -g rea
Ready Threads

SYNOPSIS

The onstat -g rea command displays the threads that are on the ready queue and are awaiting a VP on which to run.

Ready threads:

 tid     tcb      rstcb    prty status                vp-class      name

7       a252d78  0        2     ready                     1cpu    sm_poll

8       a267048  0        2     ready                     7tli    tlitcppoll

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread id incrementally assigned by OnLine.
Dec
onstat -g ath

tcb
The in-memory address of the thread control block.
Hex
onstat -g tpf

rstcb
The in-memory address of the RSAM thread control block.
Hex


prty
The internal priority of the thread.
Dec


status
The status of the thread.
Str


vp-class
The class of VP on which the thread is running.
Str
onstat -g glo

name
The name of the thread.
Str


NOTES

· A thread priority can range from 1 (lowest) to 4 (highest) with a default priority of 2.

· Threads are pulled off the ready queue based on their priority.  Within a priority, threads are taken on a first-in-first-out basis (FIFO).

· Ready threads are displayed from highest priority to lowest priority within each class of virtual processor (VP).

TUNING & MONITORING

A consistent number of entries on the ready queue may be an indication that additional CPU VPs are required. The number of CPU VPs should never exceed the number of physical CPUs. If there is already a CPU VP for every CPU and there are threads backing up on the ready queue, there may not be enough physical processors or fast enough processors on the box based on the workload required.

onstat -g sch
VP Scheduler Statistics

SYNOPSIS

The onstat -g sch commands displays statistics for each of the virtual processors (VPs) currently active in the system.  The output is sorted by virtual processor number.

VP Scheduler Statistics:

  vp         pid         class     semops        busy waits      spins/wait

   1        22468         cpu          17                 0               0

   2        22469         adm           0                 0               0

   3        22470         lio         151                 0               0

   4        22471         pio          37                 0               0

   5        22472         aio         230                 0               0

   6        22473         msc          43                 0               0

   7        22474         tli           2                 0               0

   8        22475         tli           2                 0               0

   9        22485         lio          15                 0               0

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

vp
The virtual processor ID.
Dec


pid
The system process ID for the process running this virtual processor.
Dec


class
The class of virtual processor.
Str


semops
The number of times this virtual procesor went idle  and performed a semaphore operation to wait for work.
Dec


busy waits
The number of times the virtual processor found no work to do and spun to avoid going to sleep on a semaphore.
Dec


spins/wait
The average number of spins that were performed for each busy wait.
Dec


NOTES

· The number of spins performed during a busy wait is platform dependent.

· Busy waits allow a virtual processor to avoid a context switch while waiting for additional work to show up in the ready queues.

· Spins/wait is calculated as (spins * 10,000) / busy waits.

· Busy waits only occur when the configuration parameter MULTIPROCESSOR is set to a value other than 0.

onstat -g seg
Memory Segment Statistics

SYNOPSIS

The onstat -g seg command displays a list of the shared memory segments that have been acquired for this OnLine instance.

Segment Summary:

 (resident segments are not locked)

id       key        addr     size       ovhd     class blkused  blkfree

7400     1381648385 a000000  999424     824      R     118      4

7401     1381648386 a0f4000  8192000    720      V     444      556

7202     1381648387 a8c4000  573440     604      M     67       3

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

id
The shared memory identifier returned from the call to shmget() for acquiring shared memory segments.
Dec


key
The key passed to shmget(), based on the value of SERVERNUM.
Dec


addr
The in-memory address of the shared memory segment.
Hex


size
The size of the shared memory segment in bytes.
Dec


ovhd
The number of bytes of overhead within this segment required to track information.
Dec


class
The segment type for this block of shared memory.

R
Resident

V
Virtual

M
Message
Str


blkused
The number of 8K blocks in the segment that have been used.
Dec


blkfree
The number of 8K blocks remaining in the segment.
Dec


NOTES

· Some systems will display multiple R classes.  This represents one portion for the buffer pool and one portion for the remainder of the resident segment.
TUNING & MONITORING

If a large number of virtual segments (class ‘V’) are created under normal load, the SHMVIRTSIZE configuration parameter should be tuned to a higher value.

onstat -g ses
Session information

SYNOPSIS

The onstat -g ses command displays a list of the sessions currently running in the system.  The command takes an optional session ID as a parameter. The output is sorted in reverse order by session ID.

session                                   #RSAM    total      used

id       user     tty      pid   hostname threads  memory     memory

59       root     -        0     -        0        8192       6944

58       root     1        22619 atlphilp 1        32768      30800

57       root     1        22618 atlphilp 1        32768      32200

56       root     1        22617 atlphilp 1        32768      30272

55       root     1        22616 atlphilp 1        40960      32800

54       root     1        22614 atlphilp 1        32768      30800

53       root     1        22613 atlphilp 1        32768      32200

52       root     1        22612 atlphilp 1        40960      28816

51       root     1        22611 atlphilp 1        40960      35688

8        root     -        0     -        0        8192       6944

7        root     -        0     -        0        16384      8528

6        root     -        0     -        0        8192       5088

4        root     -        0     -        0        16384      7792

3        root     -        0     -        0        8192       5088

2        root     -        0     -        0        8192       5088

1        root     -        0     -        0        8192       5088

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

session id
The session ID.
Dec
onstat -u

user
The username who started this session.
Str


tty
The tty associated with the front-end for this session.
Str


pid
The process ID associated with the front-end for this session.
Dec


hostname
The hostname from which this session has connected.
Str


#RSAM threads
The number of RSAM threads allocated for this session.
Dec


total memory
The amount of memory allocated for this session.
Dec


used memory
The amount of memory actually used by this session.
Dec


session                                   #RSAM    total      used      

id       user     tty      pid   hostname threads  memory     memory    

214615   informix 0        20731 spot     2        49152      47328     

tid      name     rstcb    flags    curstk   status

214690   sqlexec  a2d51d8  Y--P---  1592     a2d51d8 cond wait(sm_read)

214691   scan_1.0 a2d1e18  Y------  800      a2d1e18 cond wait(await_MC1)

Memory pools    count 1

name         class addr     totalsize freesize #allocfrag #freefrag 

214615       V     a709020  49152     1824     146        6         

name           free       used           name           free       used      

overhead       0          1016           scb            0          96        

opentable      0          3848           filetable      0          944       

log            0          4304           temprec        0          2448      

keys           0          160            ralloc         0          7168      

gentcb         0          1760           ostcb          0          2520      

sqscb          0          11576          rdahead        0          112       

xchg_desc      0          704            xchg_port      0          720       

xchg_packet    0          264            xchg_group     0          72        

xchg_priv      0          200            hashfiletab    0          560       

osenv          0          1672           buft_buffer    0          2136      

sqtcb          0          3888           fragman        0          656       

shmblklist     0          176            sapi           0          328       

Sess  SQL            Current            Iso Lock       SQL  ISAM F.E.

Id    Stmt type      Database           Lvl Mode       ERR  ERR  Vers

214615 SELECT         stores7            CR  Not Wait   0    0    9.03

Current statement name : mycurs

Current SQL statement :

   SELECT lname FROM customer

Last parsed SQL statement :

   SELECT lname FROM customer

COLUMN DEFINITIONS

Thread Status

Column Heading
Column Description
Format
See Also

tid
The thread ID
Dec


name
The name of the thread
Str


rstcb
The in-memory address of the RSAM thread control block
Hex


flags
Describes the status of the thread using the following coded values:

Position 1:


B
Waiting on a buffer


C
Waiting on a checkpoint


G
Waiting on write of the Logical Log 


buffer


L
Waiting on a lock


S
Waiting on a mutex


T
Waiting on a transaction


X
Waiting on a transaction cleanup


Y
Waiting on a condition

Position 3:


A
DBSpace backup thread


B
Begin work


P
Preparing/prepared


X
XA prepare


C
Commiting/committed


R
Aborting/aborted


H
Heuristic aborting/aborted

Position 4:


P
Primary thread for a session

Position 5:


R
Reading (RSAM Call)


X
Critical Write

Position 7:


B
BTree clean thread


C
Terminated user thread waiting for 


cleanup


D
Daemon thread


F
Page cleaner thread (flusher)


M
On-Monitor thread
Str
onstat -u

curstk
The current stack size
Bytes


status
The current status of the thread
Str
onstat –g con

Memory Pool Status

Column Heading
Column Description
Format
See Also

name
The name of the pool.
Str
onstat –g mem

class
The shared memory segment type in which the pool has been created (R, V, or M).
Str
onstat -g seg

addr
The in-memory address of the pool.
Hex


totalsize
The total size of the pool in bytes.
Dec


freesize
The number of bytes of free memory within this pool.
Bytes


#allocfrag
The number of allocated fragments within this pool.
Dec


#freefrag
The number of free fragments within this pool.
Dec


Memory Pool Breakdown

Column Heading
Column Description
Format
See Also

name
The name of the pool.
Str
onstat –g mem

free
The number of bytes available
Dec


used
The number of bytes used
Dec


NOTES

· There will always be an ‘extra’ session with a PID of zero at the top of the list.  This is a placeholder for the next request for a new session.

onstat -g sle
Sleeping Threads

SYNOPSIS

Sleeping threads with timeouts: 6 threads

        tid     v_proc  rstcb   name            time

        32      1       a14b948 onmode_mon      1

        6       1       a14a010 main_loop()     1

        11      1       0       sm_discon       2

        88      1       a14c1b0 sqlexec         26

        92      1       a14d280 sqlexec         27

        17      1       a14b514 btclean         40

The onstat -g sle command displays threads that are currently on the sleep queue along with the number of seconds remaining before the thread awakens (is placed on the ready queue by the ADM virtual processor).

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread ID.
Dec


v_proc
The ID of the virtual processor where this thread last ran.
Dec


rstcb
The in-memory address of the thread’s rstcb.
Hex


name
The name of the sleeping thread.
Str


time
The amount of time left in seconds for this thread to sleep before being moved to the ready queue.
Dec


NOTES

· A thread is put to sleep for a specific period of time or forever.

TUNING & MONITORING

Threads will be placed onto the sleep queue when they need to sleep for a specific period of time as with the BTree cleaner thread which wakes up every 60 seconds to perform its work.  sqlexec threads will end up on the sleep queue if they execute a SET LOCK MODE TO WAIT statement either with or without a specified number of seconds and the resource they are after is locked.  For example, if an sqlexec thread set its lock mode to wait 30 seconds and it encounters a lock, it will be placed on the sleep queue until either 30 seconds has elapsed or the lock has been released.

Some threads are placed on the sleep queue with the number of seconds set to forever.  These threads are usually threads waiting for an event to occur, such as being signalled that data they were waiting for is now ready for processing.

onstat -g smb
Smart Blob Usage

SYNOPSIS

The onstat –g smb command displays the options associated with acquiring smart blob usage.

Smart Blob Usage:

  onstat -g smb s | c

  smb            usage

  smb s          smartblob spaces

  smb c          smartblob chunks

  smb fdd        LO file descriptor table

  smb lod        LO header table

Sbspace Summary:

sbnum 2    address a30cae8 

    Space    : flags    nchk     owner    sbname  

               -------- 1        informix blobspace1        

    Defaults : LO_NOLOG 

    LO       : ud b/pg  flags    flags    avg s/kb max lcks

               2048     0        -------- -1       -1      

    Ext/IO   : 1st sz/p nxt sz/p min sz/p mx io sz

               0        0        0        -1      

Chunk Summary:

sbnum 2    chunk 2   

    Chunk: address  flags    offset   size     orig fr  usr pgs  free pg

           a30c2a8  F------- 0        5000     4542     4542     4465    

           path: /chunks2/informix920/blobspace1

           start pg npages 

    Ud1  : 53       2271    

    Md   : 2324     405     

    Ud2  : 2729     2271    

Lofd Table Header

Table Name   Flags      # Primary  # Sec.     Entry Size Slots Allc Slots Used

------------ ---------- ---------- ---------- ---------- ---------- ----------

     sb_lofd       0x12        512         80          4         80          0

Lofd Table Entries - Transaction Information

  txid    fd_ntot   fd_nused nltexopens   fd_flags

Lofd Table Entries - File Descriptor Information

  txid fdval     curpos open_flags [sbs,chk,seq(rid),oid]

Lo Header Table Header

Table_Name   Flags      # Primary  # Sec.     Entry_Size Capacity

# Buckets    # Heads    # Entries

------------ ---------- ---------- ---------- ---------- ----------

 sb_loheader       0x14        512         80          0         80

         512        409          0

Lo Header Table Entries

 opns refs       size  ha_status   h_status [sbs,chk,seq(rid),oid]

onstat -g spi
Spin Locks with Long Spins

SYNOPSIS

The onstat -g spi command displays a list of the resources in the system where a wait was required to obtain a latch on a resource.  During the wait, the thread will spin (or loop) trying to acquire the resource. The number of times a wait was required for the resource and the number of total loops performed are given.

Spin locks with waits:

Num Waits   Num Loops   Avg Loop/Wait    Name

1           1           1.00             vproc vp_lock, id = 1

168799880   168799880   1.00             mutex waitlock, name =

169132464   170834032   1.01             mutex waitlock, name = pt_100016

168797404   0           0.00             mutex waitlock, name = pt_10000d

6854600     6819212     0.99             mutex waitlock, name = pt_100018

170816128   170816128   1.00             mutex waitlock, name = pt_600014

169131388   170834032   1.01             mutex waitlock, name = pt_600015

2591        0           0.00             mutex waitlock, name = pt_600018

29539       1650747762  55883.67         mutex waitlock, name = pt_60001a

1           168798600   168798600.00     mutex waitlock, name = pt_60001c

4025352202  0           0.00             mutex waitlock, name = pt_60001d

168797404   0           0.00             mutex waitlock, name = netexp

1           168798600   168798600.00     mutex waitlock, name = t_mutex

171026936   171026936   1.00             mutex waitlock, name = netnorm

169131388   170834032   1.01             mutex waitlock, name = netexp

4025352229  0           0.00             mutex waitlock, name = sm_nuse

4025352229  0           0.00             mutex waitlock, name = sm_rlck

1936679680  0           0.00             mutex waitlock, name =

1667956736  0           0.00             mutex waitlock, name =

4025352229  0           0.00             mutex waitlock, name = scbdirnum

1           1           1.00             pool po_lock, name = statistics

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

Num Waits
The number of times the resource had to be waited on due to another thread holding a latch on that resource.
Dec


Num Loops
The number of times a loop was performed to test for the release of the latch on the resource.
Dec
onstat -g spi

Avg Loop/Wait
The average number of loops that were performed for each wait.
Flt


Name
The name of the resource upon which a spin locking condition has existed.
Str
onstat -g wmx

NOTES

· A long spin is one where the number of loops for a single wait has exceeded 10,000.

· Only resources that have had at least one wait are listed.

TUNING & MONITORING

Spin locks occur as part of the mechanism for acquiring control of a resource.  When a thread needs access to a resource in shared memory, it must first acquire a latch on the resource.  If the latch is currently held by another thread, the current thread will spin waiting for the latch to be released.

When the number of loops is zero, it indicates that the lock was acquired immediately.  This can occur when the latch is released between the time when the request is first made by the thread and the request is remade in the spin lock function call.

onstat -g sql
SQL statements

SYNOPSIS

Sess  SQL            Current            Iso Lock       SQL  ISAM F.E.

Id    Stmt type      Database           Lvl Mode       ERR  ERR  Vers

58    SELECT         stores7            CR  Wait 30    0    0    7.12

57    UPDATE         stores7            CR  Wait       0    0    7.12

56    DELETE         stores7            CR  Wait       0    0    7.12

55    SELECT         stores7            CR  Wait       0    0    7.12

54    SELECT         stores7            CR  Wait 30    0    0    7.12

53    UPDATE         stores7            CR  Wait       0    0    7.12

52    -              stores7            CR  Wait       0    0    7.12

51    SELECT         stores7            CR  Wait       0    0    7.12

The onstat -g sql command displays a list of the currently active user sessions and the SQL statements associated with them.  The command takes a session ID as an optional argument.

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

Sess ID
The session ID.
Dec
onstat -g ses

SQL Stmt type
The type of SQL statement this session is currently running.
Str


Current Database
The name of the database to which this session is connected.
Str


Iso Lvl
The current isolation level of the session as defined by the following coded values:

DR
Dirty Read

CR
Committed Read

CS
Cursor Stability

RR
Repeatable Read
Str


Lock Mode
The current setting for the SET LOCK MODE statement for this session.
Str
onstat -u

SQL ERR
The SQL error, if any, for the last statement executed.
Dec
Informix Error Messages

ISAM ERR
The ISAM error, if any, for the last statement executed.
Dec
Informix Error Messages

F.E. Vers
The version of the front end application, if Informix, currently connected.
Str


NOTES

· The statement type will be ‘-‘ if no statement is currently being executed.

· The database name will be ‘-‘ if the session is not currently connected to any database.

· The UPDATE STATISTICS statement will periodically show a negative value in the SQL ERR and ISAM ERR columns.  This is a normal function of the statement design.

TUNING & MONITORING

The onstat -g sql command is a rapid method for determining the type of SQL statements currently running against the system, their associated databases and any potential application SQL errors that might have occurred.

On smaller systems, it is quite common to first analyze the output from the onstat -g sql command to determine the variety of statements being executed.  From there, other onstat commands can be run to determine the specifics of a particular session or SQL statement being executed.

The onstat -g sql command can also be run with an optional session ID.  The output contains the most recently and the current SQL statements being run by the session.

onstat -g sts
Max and current stack sizes

SYNOPSIS

Stack usage:

TID     Total   Max             Current         Thread Name

                bytes   %       bytes   %

2       32768   3739    11      1128    3       lio vp 0

3       32768   2311    7       1128    3       pio vp 0

4       32768   3563    10      1128    3       aio vp 0

5       131072  12467   9       1128    0       msc vp 0

6       32768   10979   33      1440    4       main_loop()

7       32768   2531    7       1120    3       sm_poll

8       32768   3024    9       1224    3       tlitcppoll

9       32768   2832    8       1224    3       tlitcppoll

10      32768   5814    17      3184    9       sm_listen

11      32768   1208    3       856     2       sm_discon

12      32768   5814    17      3360    10      tlitcplst

13      32768   3648    11      1144    3       flush_sub(0)

14      32768   3350    10      1144    3       flush_sub(1)

15      32768   3960    12      1144    3       flush_sub(2)

16      32768   3648    11      1144    3       flush_sub(3)

17      32768   3771    11      896     2       btclean

32      32768   3459    10      1696    5       onmode_mon

40      32768   2499    7       1128    3       lio vp 1

74      32768   7839    23      1520    4       sqlexec

75      32768   7559    23      1520    4       sqlexec

76      32768   6199    18      5056    15      sqlexec

77      32768   6663    20      5056    15      sqlexec

78      32768   6663    20      4840    14      sqlexec

79      32768   6191    18      5056    15      sqlexec

80      32768   6199    18      5056    15      sqlexec

81      32768   6663    20      5056    15      sqlexec

The onstat -g sts command displays the maximum and current stack sizes for each thread.  Output is sorted by thread ID.

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

TID
The thread ID.
Dec


Total
The total number of bytes allocated for the stack.
Dec


Max bytes
The maximum number of bytes used from the stack.
Dec


%
The maximum percent of stack used.
Dec


Current bytes
The current number of bytes used from the stack.
Dec


%
The current percent of stack used.
Dec


Thread Name
The name of the thread associated with this stack.
Str


NOTES

· The default stack size is 32768 bytes (32K) and is controlled by the STACKSIZE configuration parameter.

TUNING & MONITORING

If the max bytes column consistently shows a value larger than the default of 32K for the sqlexec threads, it might be advisable to increase the amount of memory allotted for the default stack size by changing the value of STACKSIZE in the configuration file to a larger value. 

Although it might appear that sessions are not fully utilizing the default amount of stack space assigned (32K), it is not recommended to set the default stack size to any value less than 32768 (32K).

onstat -g stk
Thread Stack Dump

SYNOPSIS

The onstat –g stk command dumps the stack of the specified thread ID.  The top section displays the current state of the thread.  The bottom section is the thread’s stack dump.

Stack for thread: 214656 sqlexec

 base: 0x0a832018

  len:   33280

   pc: 0x00656c58

  tos: 0x0a839ba0

state: cond wait

   vp: 1

0x0065b4a8 (oninit)mt_wait (0xa6050a8, 0xa61b0a8, 0x1, 0x0, 0x8af698, 0x0)

0x006d065c (oninit)net_buf_get(0xa960fd0, 0x1, 0x0, 0xffffffff, 0x0, 0x0)

0x006d5b80 (oninit)recvtli (0xa5f7ac8, 0xa65ff98, 0xa5f7304, 0x0, 0x0, 0x0)

0x006cb550 (oninit)slSQIrecv(0xa9a82e4, 0xffffffff, 0xa5f7018, 0xa65ff80, 0xa65ff7c, 0xad02018)

0x006c5aa0 (oninit)pfRecv  (0xa5f7304, 0xa839fa4, 0xef78d0e8, 0x9a2e50, 0x1, 0x1)

0x006ba374 (oninit)asfRecv (0xa5f7304, 0xa5f7090, 0xa839fa0, 0xa839f3c, 0x7, 0xef5d5e9c)

0x00699da4 (oninit)ASF_Call(0xffffffff, 0xa839fa0, 0xa5f7018, 0xa5f7128, 0xa5f7090, 0xa49d078)

0x00395e48 (oninit)asf_recv(0xa49d018, 0xa83a008, 0x0, 0x39, 0x37, 0x0)

0x00395fe8 (oninit)_iread  (0xa83a0c6, 0x2, 0xef78d0e8, 0x9a2e50, 0x1, 0x1)

0x003944f8 (oninit)_igetint(0xef5d5e9c, 0x0, 0x1346, 0xef5d5e9c, 0x18, 0xef5d5e9c)

0x0038f7c8 (oninit)sqmain  (0xc, 0x993c30, 0x97fe3c, 0xc, 0xa, 0xa5e43a8)

0x00662a6c (oninit)startup (0x99f30c, 0x3, 0x5bd4f, 0x92f6b8, 0x0, 0x3)

0x0009573c (oninit)onmode_monitor(0x0, 0x0, 0x0, 0x0, 0x0, 0x0)

0x00000000 (*nosymtab*)0x0 

COLUMN DEFINITIONS

Label
Description
Format
See Also

Stack for thread
The requested thread ID and its name
Str
onstat –g ath

base

Hex


len

Dec


pc

Hex


tos

Hex


state
The current state of the thread
Str
onstat –g con

vp
The virtual processor ID on which this thread is running
Dec
onstat –g glo

onstat -g sym
Symbol Tables

SYNOPSIS

The onstat –g sym command displays a list of the symbol tables being maintained by the server.

Symbol tables:

 total 1

 addr      symbols  mode  lowsaddr  highsaddr  symlist   namepool  slot  symtabname

 a20a0d0   13925    abs   8f300     837de8     a20b018   a234018   0     oninit

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

addr
The address of the symbol table control block
Hex


symbols
The number of symbols being maintained in the symbol table
Dec


mode
Whether the symbol address is relative (rel) or absolute (abs).
Str


lowsaddr
The lowest address in the symbol table
Hex


highsaddr
The highest address in the symbol table
Hex


symlist
The address of the symbol table
Hex


namepool
The address of the block of memory to hold the symbol table names
Hex


slot
Index into the DLL table
Dec


symtabname
The name of the symbol table
Str


NOTES

onstat -g tgp
Generic Page Thread Profiles

SYNOPSIS

Generic Page Thread profiles

tid read     write    rewrite  delete   alloc    free     cursor opens

0   0        0        0        0        0        0        0       

0   0        0        0        0        0        0        0       

0   0        0        0        0        0        0        0       

0   0        0        0        0        0        0        0       

30  0        0        0        0        0        0        0       

68  0        0        0        0        0        0        0       

70  0        0        0        0        0        0        0       

The onstat –g tgp command displays a list of the statistics for each generic page thread.  The output is sorted by thread ID.

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid

Dec


read
Number of generic page reads performed by this thread
Dec


write
Number of generic page writes performed by this thread
Dec


rewrite
Number of generic page updates performed by this thread
Dec


delete
Number of generic page deletes performed by this thread
Dec


alloc
Number of generic page allocations that have occurred.
Dec


free
Number of generic pages that have been freed and returned to the partition.
Dec


cursor opens
Number of cursors opened against generic pages.
Dec


NOTES

· The Generic Page Manager provides an API to the Informix server for managing non-standard rsam pages in the server buffer pool.

onstat -g tpf
Thread Profiles

SYNOPSIS

Thread profiles

tid lkreqs lkw dl to lgrs isrd iswr isrw isdl isct isrb lx bfr bfw lsus lsmx seq

0   0      0   0  0  18   0    0    0    0    1    0    0  180 40  552  164  0

0   0      0   0  0  0    0    0    0    0    0    0    0  0   0   0    0    0

0   0      0   0  0  0    0    0    0    0    0    0    0  0   0   0    0    0

0   0      0   0  0  0    0    0    0    0    0    0    0  0   0   0    0    0

0   0      0   0  0  0    0    0    0    0    0    0    0  0   0   0    0    0

0   74     0   0  0  0    0    0    0    0    0    0    0  24  12  0    0    0

0   0      0   0  0  0    0    0    0    0    0    0    0  0   0   0    0    0

79  209    1   0  0  0    35   0    0    0    0    0    0  90  0   0    0    1

81  209    1   0  0  0    36   0    0    0    0    0    0  89  0   0    0    1

80  203    1   0  0  0    34   0    0    0    0    0    0  87  0   0    0    1

77  209    1   0  0  0    36   0    0    0    0    0    0  89  0   0    0    1

76  203    1   0  0  0    34   0    0    0    0    0    0  87  0   0    0    1

75  991    0   0  0  12   169  0    0    3    0    0    0  549 11  628  0    4

74  371    0   0  0  0    64   0    0    0    0    0    0  184 0   0    0    1

The onstat -g tpf command displays the profiles for threads which have an RSAM thread control block (rstcb).

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread ID.
Dec
onstat -u

lkreqs
The number of lock requests.
Dec
onstat -p

lkw
The number of lock waits.
Dec
onstat -p

dl
The number of deadlock conditions.
Dec
onstat -p

to
The number of deadlock timeouts.
Dec
onstat -p

lgrs
The number of log records written.
Dec
onstat -l

isrd
The number of read calls.
Dec
onstat -p

iswr
The number of write calls.
Dec
onstat -p

isrw
The number of re-write (update) calls.
Dec
onstat -p

isdl
The number of delete calls.
Dec
onstat -p

isct
The number of commits.
Dec
onstat -p

isrb
The number of rollbacks.
Dec
onstat -p

lx
The number of long transactions.
Dec
onstat -l

bfr
The number of buffer reads.
Dec
onstat -p

bfw
The number of buffer writes.
Dec
onstat -p

lsus
The amount of log space currently used.
Dec
onstat -l

lsmx
The maximum amount of log space ever used by this thread.
Dec
onstat -l

seq
The number of sequential scans.
Dec
onstat -p

NOTES

· Information is relative to the time the thread became active or the last onstat -z command.

TUNING & MONITORING

The onstat -g tpf command will take a thread ID as an optional argument.  By monitoring the change in values for one or more threads, it is possible to determine the amount of work being performed.

onstat -g ufr
Pool usage breakdown

SYNOPSIS

The onstat -g ufr command displays a list of the fragments for the specified pool that are curently in use. Memory pools are broken into fragments for various uses.  With the onstat -g ufr command it is possible to see a list of these fragments, the type of information they contain and their respective sizes in bytes.

Memory usage for pool name 8:

memid    name         size

0        overhead     120

4        scb          96

23       ostcb        40

31       sqscb        4376

72       fragman      48

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

memid
The fragment number within the specified pool.
Dec
onstat -g mem

name
The name assigned to this fragment.
Str


size
The size of the fragment in bytes.
Bytes


NOTES

· The first used fragment will generally be overhead and have a memid of 0.

· The information provided is generally used by Informix Technical Support personnel to assist in the analysis of a reported problem.

onstat -g wai
Waiting Threads

SYNOPSIS

The onstat -g wai command displays a list of the threads, in the system, that are currently on the wait queue.  The output is sorted by thread ID.

Threads:

tid     tcb     rstcb   prty    status                  vp-class   name

2       a23cb38  0        2     yield forever             3lio    lio vp 0

3       a23cf90  0        2     yield forever             4pio    pio vp 0

4       a23d410  0        2     yield forever             5aio    aio vp 0

5       a23d890  0        2     yield forever             6msc    msc vp 0

6       a23de18  a14a010  4     sleeping(secs: 1)         1cpu    main_loop()

9       a267798  0        2     cond wait(arrived)        8tli    tlitcppoll

10      a267ee8  0        2     yield forever             1cpu    sm_listen

11      a2cca70  0        2     sleeping(secs: 1)         1cpu    sm_discon

12      a2cd098  0        3     yield forever             1cpu    tlitcplst

13      a2da788  a14a444  2     yield forever             1cpu    flush_sub(0)

14      a2dab80  a14a878  2     yield forever             1cpu    flush_sub(1)

15      a2daf78  a14acac  2     yield forever             1cpu    flush_sub(2)

16      a2db370  a14b0e0  2     yield forever             1cpu    flush_sub(3)

17      a2e6ee8  a14b514  2     sleeping(secs: 39)        1cpu    btclean

32      a0faf38  a14b948  4     sleeping(secs: 1)         1cpu    onmode_mon

40      a302c80  0        2     yield forever             9lio    lio vp 1

74      a326af0  a14dae8  2     cond wait(sm_read)        1cpu    sqlexec

75      a327318  a14d6b4  2     cond wait(sm_read)        1cpu    sqlexec

76      a327b40  a14d280  2     yield lockwait            1cpu    sqlexec

77      a31ad80  a14ce4c  2     sleeping(secs: 23)        1cpu    sqlexec

78      a31b580  a14ca18  2     yield lockwait            1cpu    sqlexec

79      a31bda8  a14bd7c  2     yield lockwait            1cpu    sqlexec

80      a2b0bf0  a14c5e4  2     yield lockwait            1cpu    sqlexec

81      a2b1418  a14c1b0  2     sleeping(secs: 23)        1cpu    sqlexec

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

tid
The thread ID.
Dec
onstat -g ath

tcb
The in-memory address of the thread control block.
Hex


rstcb
The in-memory address of the RSAM thread control block.
Hex


prty
The priority of the thread in the system.
Dec


status
The current status of the thread (i.e. the reason it is on the wait queue).
Str


vp-class
The virtual processor class upon which the thread runs.
Str


name
The name of the thread.
Str


NOTES

· Threads on the wait queue are either waiting on condition such as a mutex, condition or join, or they are sleeping, either for a specific number of seconds or forever.

TUNING & MONITORING

Threads will wait for a variety of reasons.  For sqlexec threads, the most common reasons are SM_READ and NETNORM, which indicate the server is waiting for a request from the front end program.

onstat -g wmx
Mutexes with waiters

SYNOPSIS

The onstat -g wmx command displays a list the mutexes in the system that are currently being waited on.

Mutexes with waiters:

mid      addr     name               holder   lkcnt  waiter   waittime

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

mid
The mutex ID.
Dec
onstat –g amx

addr
The in-memory address of the mutex structure for this resource.
Hex


name
The name associated with this mutex.
Str


holder
The address of the TCB holding this mutex.
Hex


lkcnt
The number of locks held by this same thread.
Dec


waiter
The address of the first TCB waiting to acquire this mutex.
Hex


wait time
The amount of time in seconds this mutex has had a waiter.
Dec


NOTES

onstat -g wst
Wait statistics

SYNOPSIS

The onstat -g wst command displays wait statistics for threads within the system.

name     tid  state            n        avg(us)  max(us)

lio vp 0 2    yield forever    1             6.9s      6.9s

lio vp 0 2    ready            3              35       105

lio vp 0 2    run              2           77806    155517

pio vp 0 3    ready            2               0         0

pio vp 0 3    run              1             170       170

aio vp 0 4    yield forever    36         174217       3.4s

aio vp 0 4    ready            38             97       247

aio vp 0 4    run              37          15622     68836

COLUMN DEFINITIONS

Column Heading
Column Description
Format
See Also

name
The thread name.
Str


tid
The thread ID.
Dec


state
The state of the thread for this particular statistic.
Str


n
The number of times the thread was in this state.
Dec


avg(us)
The average user time in seconds spent in this state.
Flt


max(us)
The maximum user time in seconds spent in this state.
Flt


NOTES

· Wait statistics can be enabled by adding ‘WSTATS 1’ to the configuration file.
TUNING & MONITORING

Wait statistics should not be turned on for a production system.  There will be a slight degradation (approximately 5 - 10%) in performance for the gathering of statistical information.
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